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Abstract

In recent years, much consideration has been devoted to the newly developed
methods to construct analytic solutions of non-linear difference equations. One of these
reliable methods is the Differential Transform Method DTM which has been used
extensively to solve different types of linear and non-linear problems. In this paper, we
explore the potential of using the DTM to solve rational difference equations and identify
new open problems and conjectures of this kind.

Keywords: Rational Difference Equations; Differential Transform Method (DTM).

1. Introduction

The differential transform method obtains an analytical solution in the form of
polynomial. It is different from the traditional high order Taylor’s series method, which
requires figurative opposition of the necessary derivative of the data functions. The Taylor
series method i1s computationally expensive for large orders (Odibat et al.2010). The
differential transform method is an alternative procedure for obtaining analytical Taylor
series solution of the difference equations its main application concern with both linear and
nonlinear initial value problems in electrical circuit analysis. With this technique, the given
difference equation and related initial conditions are transformed into recurrence equation
that finally leads to the solution of a system of algebraic equations as coefficients of a
power series solution. This method is useful for obtaining exact and approximate solutions
of linear and nonlinear difference equations. In this paper, we explore the potential use of
DTM to solve rational difference equations in different orders.

2. Definitions and Theorems

Definition 1: (Chen & Ho 1996). The differential transform of a function y =y (x)

is defined as follows:
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Y(k)=kl{jky< >} (1)

v (x)1s the original function and where it may be noted that upper case symbol Y (k)

is the transformed function of y (x ) by the DTM and the inverse transformation is defined
by

v (5)= X —x)' 7 (k). @

k=0

Using Eq.(1) and Eq.(2), one may write

po=y {ddfc(x)}

k=0

©)

X=X

Eq.(3) implies that the concept of differential transform is derived from the Taylor series
expansion.

In actual applications the function is expressed by a truncated series and Eq.(2) can be
written as

¢N(X)=ZY(k)xk-

A Table of the Fundamental Operations of One-Dimensional DTM

Original function Transformed function
yx)=u(x)tv(x) Y (k)=U(k)xV (k)
y(x)=au(x) Y (k)=aU (k)

P ) = (x) Y ()=3V (U -1)

_gk) G (k)3 F(O)ZGk -0
y(X)—Z(x) Y (k)= 700
y(x)_d‘;l(x) Y (k)=(k +1)U (k +1)

X
y ()= L) v @)=CE Y ()
X

Y (k) =(k +1)(k +2)...(k +m)U (k +m)
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y () =exp(ix) ="
y(x)=sinwx +a) Y (k) =(M;€—k')sin(7zk /2+a)
y(x)=cos(wx +a ) Y(k):(w;c—k' Yeos (k /2+ax)

Source: Abdel-Halim 2002; Odibat et al. 2010

We will use the subsequent theorems which have been proved before by ( Arikoglu &
Ozkol 2006).

Theorem 1 If y(x)=x" thenY (k)=06(k —n), where

1, k=n,
0, k=#n,

Theorem 2 If y (x ) =g, (x )g2 (x )...gn_1 (x )gn (x ),then

-1 k} kZ

Z z ZZG k —k ) G, (k, —k,,) Gn (k_kn—l)'

kya=0k, oo  ky=0k;=0
N

Theorem3 If y (x)=g(x +a)thenY (k)= (};jghl—k(; (h,)for N — o

=k

Theorem4 If y(x)=g,(x +4,)g,(x +a,) , then

h
j(k 2k ja "ha, NG (h)G, (hy) for N — o0

hy=0hy=k, hy=k —k

BE»MPIH
|

Theorem 5 If y (x =g, (x +al)g2 (x +a2)...gn_1 (x +an_1)gn (x +an) then

k2 k n—-1 hl M=k, _hy—ky+ky By =k ko
X ... a' 'a ...a
k,—k k  —k k—k )t 7 "
2 1 n-1 n-2 n-1

xa, G ()G, (hy)... G, (h,,)G, (h,) for N oo
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Theorem 6 If y (x):g1 (x +a1)g2 (x +a2)...gn_1 (x +an_1)gn (x +an)h1 (x)

xhy (x)...h,_ (x)h, (x), then

S 2 0 Dy i(f:](kfjkl]---

min1=0K iy 9=0 ky=0k =0hy=k  hy=k,—k, By =y =k By =k, =k,

h h —k, + Lt

XGn l(h )Gn (hn)Hl (kn+l_kn)H2 (kn+2_kn+l)"’
><I{mfl (km+nfl _km+n72)Hm (k _km+nfl) fOT" N —> 0.

3. Technique of Solving Difference Equations by DTM

In this section we present the process of how difference equations can be solved by using
our particular method. This technique of the solution is difficult to obtain without assist
from computer programmers such as Maple or Matlab or other software. In this work we
use Maple of version 12 for getting our results.

In 2006, Arikoglu & Ozkol have introduced for the first time the procedure of solving
difference equations by using DTM as follows:

Generally, by considering the following difference equation

f(y,y(x),y(x +1),ee, v (x +m)):0, €))

Where f is a given function, m is some positive integer, and x =0,1,2,....with initial
conditions

y(b)=c,, for i =0,1,2,3,...,n. (5)

After applying the DTM on both sides in Eq.(4) by using the previous theorems , the
following expression are obtained:

F[Y (0).Y (1),...Y (N),k]=0, (6)

where N is sufficiently large integer. Then, the initial conditions in Eq.(5) are transformed
by using Eq.(2) as

N
ZY (k)(bl, —xo)k =c,, for i=12.3,...,n. (7
k=0
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Then, in order to solve the difference Eq.(1) it is required the solution of coefficient
Y (O),Y (1),...,Y (N).As a result, N+I equations for N+/ must be obtained for N+1

unknowns.

As we notice there is n equations from Eq.(7) given us initial conditions and N —n +1
equations of the remaining equations that we should get from the transformed initial
conditions in Eq.(7) for £ =0,1,2,...,N —n.

After applying the inverse transformation method in Eq.(3), the final solution series of
Eq.(4) is as follows:

Y (x)=Y (0)+Y (D+Y (x> +c4¥ (N )x ¥ +O(x V™) (8)

Definition 2 : (kulenovic & Ladas 2002). A first-order rational difference equation is
nonlinear difference equation of the form

_Py(x)+a _
y(x +1)_—By(x)+A’ x =0,1,.... 9)

is called a Riccati Difference Equation, where the parameters «, ,4,B are real numbers
and the initial condition y (0) is real number such that the denominator is always positive.

To avoid generate cases, we will assume that

B#0 and pA-aB #0 (10)

Indeed, when B =0, Eq.(9) is a linear equation and when 4 —aB =0,Eq.(9) reduces to

Definition 3 : (Kuenovie & Ladas 2002). A second-order rational difference equation is a
nonlinear difference equation of the form

)= @+ By +yy(-D) ,x=0,1,.... (11)

YD = (o Cras)

where the parametersa, 3,7, A,B,C are nonnegative real numbers and the initial
conditions y(—1) and y(0) are arbitrary nonnegative real numbers such that
A+ By(x)+Cy(x—1)>0 for all x>0

Definition 4 : (Camouzis & Ladas 2008). Athird-order rational difference equation is a
nonlinear difference equation of the form

pran = EEAY)yy =D royx =2 g (12)
A+By(x)+Cy(x —D)+Dy(x —2) ’ T
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where the parametersa, 8,7, 8, A,B,C, D, are nonnegative real numbers and the
initial conditions y (-2), y(-—1) and y(0) are arbitrary nonnegative real numbers such that
the denominator is always positive.

Definition 5: (Kulenovic & Ladas 2002).
(a) A solution {y (x)}of Eq.(9),(11) and (12) is said to be periodic with period p if
y(x+p)=y(x) forall x >-1 (13)

(b) A solution {y (x)}of Egs.(8),(10) and (11) is said to be periodic with prime period p ,

or a p-cycle if it is periodic with period p and p is the least positive integer for which (13)
holds.

4. Numerical Results

Example 1 (Camouzis & Ladas 2008). Show that every positive solution of the following
first order- rational difference equation is periodic-2.

y(x+1)=L, x=0,1,2,... (14)
»(x)

A function of the form

_8»
S)=25

Its transformed function by DTM is

G(k)-Y"F(0)Z(k-1)
F(k)= (&) 22(05) : (15)

and also, by using Theorems (1) and (3), the Differential Transform of Eq. (14) will be
deduced as following:

Since

N h
F(k):Z{ij(h),

N (h
G(k)=5(k), F(0)= Z[ éjY(h),

Z(k)=Y(k) and Z(k—0)=Y(k—0)

Therefore by Eq. (14) we have,

——
| —
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k-1 N h
Y (h o(k)— 2 (Z(gjy(h))(ﬂk_f))
;(J Th)= Y(0) (16)
After simplification we obtain
N h k-1 N h
Y(O)Z[kjY(h)+Z(Z[€jY(h))(Y(k—5))=5(k) (17)

where N is sufficiently large integer.

As there is no any initial conditions n=0 in Eq.(5) in this kind of examples we will
consider k=0, 1,.., N. since k=0,1, .....,N-n

By taking N=3, the subsequent system of equations can be obtained from Eq. (17) for 4=0,
1,2,3.

YOO +YMH+Y2)+Y3) =1
YO)YM+2Y2)+3YB)+YO)+Y(H+Y2)+YB)¥d) =0
YO)Y2)+3YB)+XO)+Y(DH)+Y2)+Y3)Y(2)+

+Y(0)+2Y(1)+3Y(2)+4Y(3)Y(1) =0 (18)
YO YQ)+XO)+YMH+Y(2)+Y(3)Y(3)+

HY(0)+2Y(1) +3Y(2) +4Y(3)Y(2) + (Y (0) + 2Y (1) + 4Y(2) + TY(3)Y (1) = 0

Solving the system of Eq. (18) we get the next:

Y(0)=1, Y(1)=0, Y(2)=0, Y(3)=0,

Y(0)=-1, Y(1)=0, Y(2)=0, Y(3)=0,and

Y (0)=-0.87300875, Y(1) =0.98117868, Y(2)=-1.4922638, Y(3)=0.23867218.

Then using the inverse transformation rule at x, =0 in Eq. (2), the subsequent three series
solutions are obtained:

7 () =1+0(x") (19)

¥, (x) =-1+O(x*) (20)

,(x) =-0.87300875+0.98117868x-1.4922638x>+0.23867218x" + O(x*) 1)
[ 145 )
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It is apparent that solutions in Egs. (19) and (20) satisfy the relation y(x +2) = y(x) for all
x=0,1,2,...

One can notice that the solution of Eq.(20) is negative for all x. Therefore, we do not
consider this solution.

Since the solution in Eq.(19) is a positive solution of Eq.(13) as well as
»(x+2)=y,(x)=1 for all x>-1. Consequently, y,(x)=1+O(x") is a periodic solution

with period 2.

In spite of the fact that, y,(x+2) = y,(x) =—1 is a periodic solution with period two for all

x >—1, the solution is negative for all x . Accordingly, we pay no attention to this solution
as well as the solution in Eq.(21) since it is not positive for all x .

We conclude that every positive solution of Eq. (14) is periodic with period two.

Example 2 : (Camouzis & Ladas 2008). By considering the following second-order
rational difference equation

Iy oo, 22)

y(x+1)= y(x—l)’

Show that every positive solution is periodic with period 5.

By using Theorem 1 and 3, the differential transform of Eq. (22) will be deduced as
following:

After applying DTM on Z(x) = y(x—1) we obtain,

N (h
Z(k)= Z(kj(—l)h_kY(h)

Therefore,
N h N
Z(0)= Z(oj(_l)h Y(h)= Z(—l)”Y(h)
and
o h h—(k—¢
Z(k—0)= Z(k—f](_l) *=0y(h)

Thus, after applying DTM on Eq.(22) by using Eq.(15) we have
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k-1 N h N h
v S(k)+Y (k) - (Z(EJY(/’I))(Z [k_fj(—l)““)Y(h))
Z[ij(h): 0=0 h=( 4 h=k—( (23)
> (1) (h)
hence,
N N h k-1 N h
(Z D)"Y (h))(Z( ij(h)) + Z (Z [ KJY (1)
i h ‘
( Z | { e gj(—l)h'(k_” Y(h)-Y(k)=5(k) (24)

By taking N=3, the following system of equations can be obtained from Eq.(24) for k=0, 1,
2,3.

(Y(0)+Y(1)+Y(2)+ YR)(Y(0)-Y(1)+ Y(2)-Y(3))-Y(0) = 1
(Y(1)+2Y(2) +3YB)(Y(0)-Y(1) + Y (2)- Y(3)) +
+HY(1)-2Y(2) +3YB)(Y(0)+ Y(1) + ¥ (2) + Y (3))-Y(1) =0
(Y(2)+3Y3)(X(0)-Y(1) + Y (2)- Y(3)) +
+HY(2)-3YR)(Y(0)+ Y (1) + Y(2) + Y(3)) + (25)
+(-Y(2)+ Y)Y (0)+2Y (1) +3Y(2) +4Y(3))-Y(2) =0
we get from the two-equation system (25):
Y(0) =1.6180340,Y(1) = 0,Y(2) = 0,Y(3) = 0,
Y(0)=1.1221537,Y(1) = 0.43192290E - 1,Y(2) = 0.33515247,Y(3) = -0.33488742F - 2.

Then by using the inverse transformation rule at x, =0 in Eq.(2), the following two series
solutions are obtained :

3,(x)=1.6180340+0(x") (26)
3, (x) = 1.1221537+0.43192290E-1x+0.33515247x>-0.33488742E-2x* + O(x*)  (27)

As we can notice in Eq.(26), it is comprehensible that this solution is positive for all x. In
addition, y,(x)=1.6180340+O(x*) satisfies the condition of period 5, such that

Y (x+5)=y,(x)=1.6180340 forall x>—1 .

However, Eq. (27) is not positive solution for every x > —1. Therefore, we do not consider
this solution.

——
| —
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As a consequences, every positive solution which is y, (x)=1.6180340+0(x*) of Eq.(22) is
a periodic with period five.

Example 3: (Kulenovic & Ladas 2002). Show that every positive solution of the following
third-order rational difference equation

y(x+1)=w, x=0,1,... (28)

y(x)
is periodic with period 5.
By applying the DTM on both sides, we obtain:
N (h 1 N (]
8(k)+ Z(kj(—Z)h_k Y(h) - 2, (;(E]Y(h))l’(k —0)

Z‘[k}y(h) - ) Y(0) : (29)

After we simplify Eq.(29), we get the following:

N (h k=1 N (h N (h
Y(O)Z(JYUZ) + Z(Z(JY(/Z))YUC —1) —Z(J(—D” Y(h)=6(k) (30)

h=(

By choosing N=3, the following system of equations can be obtained from (30) for £#=0, 1,
2,3.

Y(0)(Y(0)+ Y (1) +Y(2) + Y(3))-Y(0) +2Y(1)-4Y(2) +8Y(3) = 1

Y(0)(Y(1)+2Y(2)+3Y(3) + (Y (0)+ Y(1) + Y(2) + Y)Y (1) - Y(1) +4Y(2)-12Y(3) = 0
(Y(0)(Y(2)+3Y(3)) +(Y(0)+ Y (1) + Y (2) + Y)Y (2) + 31)

+(Y(0)+2Y (1) +3Y(2) + 4Y(3))Y (1) - Y(2) + 6Y(3) = 0)

Y(0)Y(3)+ (Y (0)+Y(1)+ Y(2) + Y(3)Y(3) + (Y(0)+ 2¥ (1) +3Y(2) + 4Y (3)) Y (2) +

+HY(0)+2Y(1)+4Y(2)+7Y(3)Y(1)-Y(3) = 0

We get from the equation system (31):

Y (0) = 1.6180340, Y (1) = 0, Y (2) = 0, Y 3) = 0

Y (0) =-15.27455,Y (1) = 73.44084808,Y (2) =-274.85304,Y (3) = 628.267196

Then using the inverse transformation rule at x, =0 in Eq.(2), the following two series
solutions are obtained:

3,(x) =1.6180340+0(x*) (32)

3,(x) =-15.27455+ 73.44084808x - 274.85304x" +628.267196x° + O(x*) (33)

——
| —
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As we can see in Eq.(32) it is obvious that this solution is positive for all x. In addition,
Eq. (32) satisfies the condition of period five, such that, y,(x+5)=y,(x)=1.6180340 for

all x>-1.

Conversely, Eq. (33) is not a positive solution to every x > —1.Therefore, the series solution
in Eq. (33) of Eq.(28) is ignored.

Hence, every positive solution of Eq. (28) is periodic with period five.

Example 4 :(Grove & Ladas 2005). Show that every positive solution of the following
third-order rational difference equation which is called Todd’s equation

YOS PGkl Gt (34)

y(x-2)

is periodic with period-8.
Using the same former steps by using Theorems (1) and (2):
The transformed equation of Eq.(34) by applying the DTM as follows:

e

h=k

5(k)+Y(k)+Z( j( D)"Y (h) - Z(Z( (h))(Z[ j( ~2)" VY (h))

=0 h=t h=k—(

2.(=2)"Y(h)
= (35)

By multiplying both sides of Eq.(35) by i (=2)"Y (h) we have
N N h

D ()Y ()Y (kj}'(h) =5(k)+Y(k)+

h=0 h=k

+Z( ]( D)"Y (h) - Z(Z( (h))(Z( ]( ~2)" Y ()

=0 h=¢

(36)

If we take for example N=4 and k£ = 0,1,2,3,4 we obtain the following system of equations>

(Y(0)-2Y(1) +4Y(2)-8Y(3) +16Y ()Y (0)+ Y(1) + Y(2) + Y(3) + Y(4)) =
=1+2Y(0)-Y()+Y(2)-Y(3) + Y (4)

——
| —
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(Y(0)-2Y(1) +4Y(2)-8Y(3) + 16Y(4))(Y (1) +2Y(2) + 3Y(3) + 4Y (4)) =
=2Y(1)-2Y(2) +3Y(3)-4Y (4) - (Y (1) -4Y (2) +
+12Y(3)-32Y(4))(Y(0)+ Y(1) + Y (2) + Y(3) + Y (4))

(Y(0)-2Y(1)+4Y(2)-8Y(3) +16Y (4))(Y(2) +3Y(3) + 6Y(4)) =
=2Y(2)-3Y(3)+6Y(4)-(Y(2)-6Y(3) +24Y(4))(Y(0) + Y(1) + Y(2) + Y(3) + Y (4)) +
-(-3Y(2)+6Y(3)-8Y (4) + Y (D)(¥ (0) +2Y (1) + 3V (2) +4Y (3) + 5Y (4)) (37)

(Y(0)-2Y(1) +4Y(2)-8Y(3) +16Y () (Y (3) + 4Y (4)) =
2Y(3)-4Y(4)- (Y (3)-8Y ()Y (0) + Y (1) + Y(2) + Y(3) + Y (4)) +
(-5Y(3)+16Y(4)+ Y ()Y (0)+2Y (1) +3Y(2) + 4Y (3) + 5Y (4)) +
{(7Y(3)-16Y(4)-3Y(2) + Y())(Y(0) + 2Y(1) +4Y(2) + 7Y (3) + 1 1Y (4))

and

(Y(0)-2Y(1)+4Y(2)-8Y(3)+16Y(4))Y(4) =
=2Y4)- YA 0)+Y(H+Y(2Q)+Y(B)+Y(4))-
+(-7YA)+YB)XY(0)+2Y()+3Y(2)+4Y(3)+5Y(4))+
-17Y(4)-5Y3)+Y(2)(Y(0)+2Y(1)+4Y(2)+7Y(3)+11Y(4)) +
--15Y@)+7 Y(3)-3Y2Q)+Y(1) (Y(0)+2Y(1)+4Y(2)+8Y(3) +15Y(4)) '

By using Maple we can solve the equations system in Eq. (37) and the following two
solutions are obtained:

Y(0)=2.4142136, Y(1)=0, Y(2)=0, Y(3)=0 and Y(4)=0.

Y(0) = 0.48502597, Y(1)=-0.21135210, Y(2)=-0.76411913, Y(3)=0 .79988641,
and Y (4) =-0.24657745

Then using the inverse transformation rule at x , =0 in Eq. (2), the following two series

solutions are obtained:

3,(x) = 2.4142136+0(x") (38)
3,(x) = 0.48502597 - 0.21135210x - 0.76411913x> +
+0.7998864 1x° -0.24657745x" + O(x*) (39)

It is clear the Eq. (38) is a positive solution of the rational difference equation in Eq. (39) .

Now we examine whether this solution is periodic with period 8 or not. Since Eq.
(38) is constant function we consider this solution as a periodic with period eight such that

3.(x +8) =y,(x) =2.4142136+0(x °) forall x =0,1,...

In contrast, the second solution which is in Eq. (39) is a negative solution for some
x. Accordingly, this solution is disregarded.

——
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We conclude from the earlier discussion that every positive solution of Eq.(34) is
periodic with period eight.

Now we will consider another way to solve the rational difference equation. We
have used the direct way which is the rule in Eq. (14). Now we will try to solve rational
difference equations by using the previous methods and theorems.

Example 5 : Consider the previous Example in Eq.(22)

1+ y(x)
y(x=1) x=0,1,..

y(x+1)=
We can get the following after cross-multiplication:

y(x+Dy(x =D —y(x) =1 (40)

By applying the DTM on the both sides of Eq. (40), we obtain the following:

S N hl h2 hy—k +k
2 2 Z[ j[ j(—l)z Y ()Y (h)-Y (K)=5(k)  (41)

k=0 hy=ky hy=k —k, k1 k_kl

By choosing N=3, the next system of equations can be obtained from Eq. (41) for k=0, 1,
2,3.

4Y(0)* = Y(0)Y (1) +6Y(0)Y(2) —3Y(0)Y(3)-3Y(1)* + Y()Y(2) +
—4Y()Y(3)+2Y(2)* =Y (2)Y(3)-Y(3)* -Y(0) =1

14Y (0)Y (1) ~18Y(0)Y(2) +36Y(0)Y(3) + 6Y(1)* +
—12Y(DY(2)+26Y (DY (3)~10Y (2)* +10Y Y R +12Y(3) ~Y (D=0 43,

22Y(0)Y(2)—57Y(0)Y(3) +11Y(1)Y(2) -

+18Y(1)Y(3)—8Y(2)> —18Y(2)Y(3) +8Y(1)* = Y(2) =0
31Y(0)Y(3)—22Y(2)Y(3)—28Y(3)’ +19Y()Y(2) +12Y(2)’ —8Y()Y(3)—Y(3) = 0
we get the following from the equations system in Eq. (42):
Y(0) =0.640388, Y(1)=0, ¥(2)=0 and Y(3)=0 ,
Y(0) =-600, Y(1)=1000, Y(2) =1.44775 and Y(3)=-700.

Then by using the inverse transformation rule at x, =0 in Eq.(2), the following two series
solutions are obtained:

¥,(x) =0.640388+0(x") (43)
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¥,(x) =-600+1000x +1.44775x> - 700x" + O(x*) (44)

For the first solution y (x)=0.640388+0(x *), it is noticeable that Eq.(43) is
positive and periodic solution with period five.

However, for the second solution in Eq.(44), it is negative for some x. Therefore,
this solution is disregarded.

As we can conclude from the former discussion, that every positive solution of the
rational difference equation in Eq. (40) is a periodic and with period five.

5. Summary

Briefly, the Differential Transform Method is extended to solve difference
equations of any kind and order. Rational difference equations with order 1, 2 and 3 are
solved by applying the DTM which have not been explored before. The numerical results
have been reported by using Maple. To sum up, it has been verified that the DTM is a
reliable technique to solve rational difference equations.
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