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Abstract:

In this paper, we introduce an application on inner product spaces and how used to solve a
system of linear equations in the form Ax=b , where A is mxn matrix and b is mx1
vector.

Introduction:

The system of linear equations in the form Ax=b, where A is an m X n matrix and b is an
m X 1 vector often arise in applications to the real world. The coefficients in the system are
frequently obtained from experimental data, and in many cases, both m and n are so large that a
computer must be used in the calculation of the solution. Thus two types of errors must be
considered. First , experimental errors arise in the collection of data since no instruments can
provide completely accurate measurements. Second, computers introduce roundoff errors. One
might intuitively feel that small relative changes in the coefficients of the system cause small
relative errors in the solution. A system that has this property is called well-conditioned
,otherwise, the system is called ill conditioned We now consider some examples of these types of
errors, concentrating primarily on changes in b rather that on changes in the entries of A . In
addition ,we assume that A is a square , complex(or real), invertible matrix since this is the case
most frequently encountered in applications.

Definition 1 :(4)
A set V is called a vector space over a field F if :-

(a) under binary operation called addition (+)
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(1) V is closed
(i)u+v=v+u forallu, v € V (commutative axiom )
(iy)u+(v+w)=(u+v)+wforallu,vw € V
(associative axiom)
(iv) there exists an element O € V, called a zero element such thatu+ O =0 +u forallu € V.

(v) for every v € V, there exists an element ( -v) € V called an inverse of v such that v +

(v) =0=(-v)+ (V).

(b) under the scalar multiplication

() Visclosed:ou € VV aEF, Vu €EV.
(ia(u+v)=au+avforalluuv €V ;a € F.
(iii)(a+B)v=av+pvforallv € V;a,p € F.
(iv)oa(Bv)=(a B)viorallv € V;a,p € F.
(v)lv=vforallv € V;1 € F.

Definition 2 : (4)

Let V be a vector space over F . An inner product on vector space V is an operation that assigns
to every pair of vectors u and v in V a scalar <u,v> in F such that the following properties hold
for all vectors u, v and w in V and all scalars ¢ in F.

(1) <u,y >=<v,u>, where the bar denotes complex conjugation
2) <utv,w>=<u,w>+<v,w>

3) <cu,v>=c<u,v>

4) <u,u>2>0,and<u,u>=0ifand onlyifu =0.

Now , we will introduce some examples to apply this application as following :
Example 1
Consider the system

X+ x=35

X1- X=1

The solution to this system is
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Now suppose that we change the system somewhat and consider the new system

X1+ x2=5

X1- X2 = 1.0001

This modified system has the solution

3.00005
1.99995 |
We see that a change of 10™ in one coefficient has caused a change of less than 10™ in each
coordinate of the new solution. More generally, the system
X1+ Xp= 5
X1- X2 = 1+h

has the solution

3+ﬁ

h

Hence small changes in b introduce small changes in the solution . Of course, we are
really interested in relative changes since a change in the solution of , say , 10. is considered
large if the original solution is of the order 107, but small if the original solution is of the order
10°.

We use the notation b to denote the vector b — b , where b is the vector in the original system
and b is the vector in the modified system . Thus we have :

%szhHﬂ{ﬂ

We now define the relative change in b to be the scalar H5b”/ Hb‘

, Where HH denotes the

b H = o\/< b,b >. Most of what follows, however, is true for

any norm. Similar definitions hold for the relative change in x.

standard norm on C" or R" ; that is ,
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In this example :

lee] _ 1n]

bl 26
EEIRH
HES

Thus the relative change in x equals, coincidentally, the relative change in b; so the system is
well-conditioned.

and

lox ]| _

e

Example 2
Consider the system
X1+ X, =3
x;+ 1.00001 x, =3.00001 ,

which has [2}
1

as its solution . The solution to the related system
X+ X2 = 3

x;+ 1.00001 x, =3.00001 +h

B

is

b

=10°\/2/5n] > 10*|n
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While

l6pll Il

bl — 3v2

Thus the relative change in x is at least 10* times the relative change in b! This system is very
ill-conditioned . Observe that the lines defined by the two equations are nearly coincident. So a
small change in either line could greatly alter the point of intersection, that is , the solution to the
system.

To apply the full strength of the theory of self-adjoint matrices to the study of conditioning, we
need the notion of the norm of a matrix .

Definition 3 : (2)
Ann x n real or complex matrix A is self-adjoint (Hermitian) if A = A"

(i.e, suchthat (4 ), =4, foralli,j).

Definition 4 : (3)

Let A be a complex ( Or real ) n X n matrix. Define the Euclidean norm of A by

4] = max 2]

x #0 ||x

2

where x €eC" or x eR" .

Intuitively, |A || represents the maximum magnification of a vector by the matrix A. The

question of whether or not this maximum exists, as well as the problem of how to compute it,
can be answered by the use of the so-colled Rayleigh quotient.

Definition 5 : (2)
Let B be an n x n self- adjoint matrix. The Rayleigh quotient for x # 0is defined to be the scalar

R(x)=<Bxx >/||)c||2 .

The following result characterizes the extreme values of the Rayleigh quotient of a self-adjoint
matrix.

Theorem 1: (1)

For a self-adjoint matrix B e M,  (F'), we have that max R (X )is the largest eigenvalue of B
x #0

and min R (x )is the smallest eigenvalue of B.
x #0
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Remark 1

Let T be a linear operator on a vector space V. A nonzero vector v € is called an eigenvector
of T if there exist a scalar A such that 7 (v)=Av . The scalar A is called eigenvalue
corresponding to the eigenvector v.

Corollary 1: (1)

A|| is finite and , in fact, equals xﬁ where A is the largest

For any square matrix A,

eigenvalue of A*A.
Lemma 1: (1)

For any square matrix A, A is an eigenvalue of A*A if and only if A is an eigenvalue of
AA*,

Corollary 2 : (1)

Let A be an invertible matrix . Then HA "H =1/ JX , where A is the smallest eigenvalue of
A*A.

For many applications, it is only the largest and smallest eigenvalues that are of interest.

For example, in the case of vibration problems, the smallest eigenvalue represents the lowest
frequency at which vibrations can occur.

We see the role of both of these eigenvalues in our study of conditioning.

Example 3
I 01
Let A=|-1 1 0
0 1 1
Then
I -1 01 0 1
B=4%¥4=|0 1 1|-1 1 0
1 0 1[0 1 1
2 -1 1
=|1-1 2 1
I 1 2
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The eigen values of B are found as follows :
We solve the equation:
Det (B-tl3) =0

2 -1 1] [t 0 0
B-il,=|-1 2 1|-[0 ¢ 0
1 1 2| (0 0 ¢

det(B—tl)=| -1 2-t 1
1 1 2—t

= (2-t) (4-4t+t%) — 6+3t-2
=8—8t+2 —4t+ 4 > -6+ 3t -2
= -+ 6t° - 9t
=t [-t*+ 6t — 9]
Det( B-tI3)=0 . then

{[-6t+9]1=0
Hence,
t=0 ,-6t+9=0
=0 (t-3)’ =0
The eigen values of B are 3,3 and 0

Therefore

a
4] = max ”ﬁ | for any 5|5 | <0
X

x#0

c

Then , by corollary [ 4] = /3
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We may compute R(x) for the matrix B as R(x)=—< ]ﬁx’f >
X
2 -1 1|a
Bx=|-1 2 1|b
1 1 2fc
2a—-b+c
=|-a+2b+c
a+b+2c

<Bx,x >=aa—-b+c)+b (—a+2b+c)+c (a+b +2c)

=2a*—ab+ac—ba ab’ +bc+ca+ch+2c”
=2a’ +2b* +2c* +2ac +2bc —2ba
I = a®+5* +¢?

<Bx,x > _ 2(a® +b* +c* —ab +ac +bc) <3

R(x)= 2 a’+b* +c?

<

Definition 6: (1)

The number |4 ||HA ‘1H is called the condition number of A and is denoted cond (A).

Theorem 2 : (1)
For the system Ax=b , where A is invertible and b # Othe following statement are true .

(a) For any norm ||

, we have
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D TN

cond (4) o] ~ ] ol

(b) If ||| is the Euclidean norm, then cond (4)=/A, /X, , where A, and A, are the largest

and smallest eigenvalues , respectively , of AA .
Proof:

For a given 6b , let ox are the vector that satisfies
A(x+ 6x) =b+ 6b

Ax + A(6x) = b + b

A(6x) = 8b (1)
A1A(6x) = A~1(6b)

ox = A~1(8b) (2)

o @ [0] =4x | <[4 ] sowe ge

1 1

=
b1 = AT 11
1 lal
[l [Ibll

Now , from (2) we get

|6x || = HA *1(517)” < HA 1” 6B
15x1l _ Al 16D 15D

< —— . ||A7Y| |I8b|| = ||A|| |A~ Y| ———— = cond (4) ——
T T [[ATH]| [I8b]] = NAIl A~ bl (4) bl

(il)) x = Ab, then

el =6l <[l

Hence ,
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1 1
T
Il — [IA=] Ib]]
1 1
e <
IA=HII[bIl — [IxI]

Now , from (1) , we get
o< 4]

Hence ,

spll - AN lISxIl

IA=HEbI = il
So we get

1 l18bll - _ - Jl8x]l
NANAZHE bl = I
Hence ,

1 lisbll_ fisxll
cond (A) [l = Il

(b) From corollary 3.1 and corollary we have ||A || = \fﬂj , HA - H = where 4, and A are

1
7

the smallest and largest eigenvalues, respectively of A*A .

Then cond (4) = ||A || . HA ’IH = % .

n

Conclusion :

The solution of linear equations is of great importance in linear algebraic science .So
we used Rayleigh Quotient to solve the linear equations of the form Ax =b, where A is a mxn
matrix and b isa m x I vector .
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