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Abstract 
 7ZLVWHU� LV�DQ�LWHUDWLYH�IUDPHZRUN�IRU�*RRJOH¶V�0DS5HGXFH�SURJUDPPLQJ���
Twister runs within a cloud computing environment using several Virtual 
Machines (VMs) to divide up complex problems into manageable sections that are 
then dispersed to the VMs for processing. The goal of this paper is to evaluate 
Trusted Platform Module (TPM) as a protection measure for Twister. 
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Introduction 
  

MapReduce is a software framework that was created by Google in 2004, 
in an effort to simplify large data sets that they frequently work with.  In 2010, 
several Indiana University researchers produced Twister; an iterative overlay for 
MapReduce in order to parallelize the work performed to be more efficient and 
reduce runtimes of the programs.  In both cases, security and trust relationships 
were not the main concern.  As cloud computing sees a rise in popularity, security 
and trust are the most common concerns for users. 
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 The Trusted Platform Module is a chip that resides in the computer 
independent of the BIOS or Operating System.  The TPM offers security by 
providing security keys and attestation of a system to users both locally and 
remotely.  The provided keys can be used for encryption, identity verification, and 
secure communication channels. 

 Our focus will be on securing Twister and the cloud infrastructure that it 
depends on with the TPM.  By adding a security framework and verification to the 
Twister model, we can give the information owner greater assurances that their 
data is not being compromised or read by unauthorized parties. This means that the 
VMs loaded by the information owner, as well as their data must be protected and 
that trust should be measureable, hence our choice of the TPM. This will allow us 
to ensure that the VMs that are loaded and the processes that those VMs run do so 
correctly and in a trusted manner without any compromises or potential for 
misuse. 

A. Background of Cloud Computing  
 

 

 

 

 

 

 

 

The Layers of Cloud Technologies 
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 There are two types of hardware virtualization: Full Virtualization and 
Host-based Virtualization. Host-based Virtualization uses the underlying hardware 
directly, with several modifications to the main operating system.  Our focus with 
Twister is on Full Virtualization, using the KVM hypervisor. [1] Full 
Virtualization does not have to modify the host operating system. It depends on a 
binary translation between the guest OS and host, provided by a virtualization 
layer. The hypervisor is responsible for implementation and management of the 
virtual machines installed on the same hardware. Hypervisor helps reduce the cost 
of hardware by offering better utilization and provides the capability to have many 
operating systems on one piece of hardware. 

The base system for our work is openSUSE. We are using KVM-QEMU, 
which is an open source software hypervisor. The base system takes care of all 
needed operations for interacting with the hardware, but it also affects the integrity 
of the virtual environment(s) during their lifetime. If the base system is damaged 
or its data corrupted, potentially all of the virtual environments could be damaged 
since the data storage is a single piece of hardware.  This issue is easily overcome 
however by having mirrored drives, backups of the systems, and dispersing the 
systems over several cloud locations.  

Moving up the levels of the cloud computing model we come to the virtual 
machines.  A virtual machine is a software implementation of a system that acts 
like just like a physical machine.  Each virtual machine is configured to be self-
contained to the resources allocated to it and it cannot grow beyond or access more 
resources than what is allowed by the Hypervisor.  These VMs are independent of 
the underlying system in that they can run any potential Operating System that the 
cloud owner or information owner wants, depending on the level of service being 
provided.  In Twister, the information owner is creating the entire VM, including 
the OS and programs that will be installed on it. 

In Twister, the Master Node and Worker Nodes are all Virtual Machines, 
each with set parameters and pre-defined resources that are requested by the 
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OpenSuse 

KVM 

VTPM 

Information Owner and allocated by the Cloud Owner (CO).  This self-
encapsulation means that when properly configured, VMs are unaware of other 
VMs running on the same hardware, and access to their files is restricted to the 
VM that data belongs to, unless it is shared as a network resource.  As mentioned 
before, by running several VMs on a single piece of hardware, the cloud owner is 
able to better utilize their hardware resources and avoid wasted cycles.  However, 
this does mean that any number of IOs may have data or be running VMs in the 
same cloud. 

 

 

 

 

 

 

 

 

Fig. 1: Base System Relationships 

 

Looking at cloud computing which is virtualization on a large scale. There 
are four types of cloud computing (Public, Private, Community, Hybrid). Service 
models are categorized into: 1) Infrastructure as a Service (IaaS), a low level 
setup. The Information Owner is able to control everything from the boot loader 
up, except the hardware and data center. 2) Platform as a Service (PaaS) is the 
mid-level setup that allows the information owner to control the software and 
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 setup, but the OS is setup by the Cloud Owner. 3) Software as a Service (SaaS) is 
the high level configuration that only allows the information owner to control the 
DSSOLFDWLRQ¶V�FRQILJXUDWLRQ� 

Hackers [8] see the development of cloud computing as a growth of 
potential resources for misuse. If all of the machines have the same vulnerabilities, 
there are more systems to compromise and misuse. While we take care of securing 
the image, we do not cover securing the communication channels between nodes. 
This option is discussed further in the future works section. 

B. Software solutions 
There are several new methods for establishing trust in a cloud computing 

environment that have been developed. These methods and mechanisms allow 
trust to be built into a variety of cloud computing models. Some of the latest 
released mechanisms include the Locator Bot (LoBot)[2], and the Trusted Virtual 
Environment Model (TVEM)[2].  By building on these trust mechanisms, we hope 
to increase the usefulness of Twister.  

LoBot pre-measures security properties by using Trusted Execution 
Technology (TXT)[2] and the Virtual Trusted Platform Module (vTPM), [2] 
which makes sure the cloud platform has the integrity and trustworthiness required 
by the information owner. LoBot is used to make sure the cloud platform is trusted 
and prevents execution of a program or system if the verification fails. 
Additionally, it provides secure provisioning and migration of virtual machines. 

The TVEM accomplishes its security provisioning by providing a more 
specific application programming interface, cryptographic algorithm flexibility, 
and a configurable modular architecture. The main components of the TVEM 
infrastructure are: the TVEM manager, the Virtual Trusted Network (VTN) 
control, and the TVEM Factory. TVEM is more robust than vTPM, as it does not 
lose its encryption keys when the system is powered off. In addition, TVEM has a 
multiple interfaces that provide flexibility in verification.  The options available 
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 include an API for implementation that reduces errors, and a driver version for 
ease of use.   

The physical platform TPM is a piece of hardware which is located on the 
motherboard. This microcontroller security chip is used to keep data safe from 
attacks. It is where the root of trust is established by using an endorsement key 
provided E\� WKH� PDQXIDFWXUHU�� 7KH� Y730¶V� WUXVW� LV� URRWHG� WR� WKLV� SK\VLFDO�
platform. As discussed in the Approach to Securing Twister, the TVEM is an 
extensible architecture and has persistent storage for keys and settings even if the 
system is powered off. TVEM provides an integrity that is specific for the virtual 
environment and isolated from the hosting platform. This configuration provides 
the trust and integrity required by the information owner in a cloud environment 
by dividing the verification of trustworthLQHVV� EHWZHHQ� WKH� VHUYLFH� SURYLGHU¶V�
SODWIRUP� DQG� WKH� LQIRUPDWLRQ� RZQHU¶V� GRPDLQ�� %\� LPSOHPHQWLQJ� WKH� 79(0� IRU�
attestation and trusted storage for virtual environments, the authors were able to 
provide trust and security without the need for limited TPM specifications. 

Establishing Infrastructure Trust in Twister   

A. Entities of Twister 
Twister and the MapReduce program it is built upon have several elements 

that must work together.  These entities include: the Master Node, Worker Nodes, 
the Broker Network, individual broker systems and the storage resources. [5] The 
Master Node is responsible for the main Twister program.  It delegates task(s) to 
Worker Nodes on the Broker Network, and processes the results of the 
computation(s).  The Worker Nodes perform the computations for the MapReduce 
function, and notify the Master Node of their completed work.  The Broker 
Network is the cloud service where the Twister program is running. It is comprised 
of one or more Broker Servers that host the data and processes that are run as part 
of the Twister program.  Twister interacts with the broker network via the Master 
1RGH�DQG�WKH�LQIRUPDWLRQ�RZQHU¶V�LQSXW� 
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 Twister operates by using a pre-configured VM image stored in the cloud 
that is loaded at the request of the Information Owner.  This requires interactions 
between the storage system and the Virtual Machines to load the correct image, 
and allocate the necessary resources for that VM.  The master node is also a VM 
loaded on the broker network, but it has additional privileges to delegate work to 
the nodes.  The master node then divides the work up into smaller sections for 
processing, and requests the number of threads necessary to process these requests.  
If there are more threads of work than Virtual Machine workers available, the 
work will be divided up into as many cycles as needed to complete the work.  As 
data is processed and completed, those threads are either given additional work to 
perform, or they are unloaded from the broker network, and the data is written to 
WKH� VWRUDJH� V\VWHP�� �7ZLVWHU¶V� VFULSW� WKHQ� FROOHFWV� DQG� GLVSOD\V� WKH� UHVXOWV� WR� WKH�
information owner. 

B.  Communication within Twister 
There are many aspects of communication that are involved with Twister.  These 
include: 

x Information Owner to the Broker Network 
x Broker Network to Data Storage 
x Master Node to Worker Nodes 
x Worker Nodes to the Master Node 
The information owner communicates with the Broker Network to perform the 

tasks they need, as well as uploading their data and Virtual Machine images.  This 
communication can take place through a number of cloud management interfaces 
OLNH�(XFDO\SWXV� RU�1LPEXV� IURP� WKH� LQIRUPDWLRQ� RZQHU¶V� ORFDWLRQ� WR� WKH�%URNHU�
Network.  Once the data processing begins, the Broker network must transmit data 
and requests back and forth between the Master Node and the worker node(s).  
The data necessary for these computations is stored in a data storage array within 
the cloud.  The inter-VM communication currently takes place through KVM via 
several Virtual Ethernet Interface (VEI) connections. [7] As these interfaces work 
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 just like standard Ethernet communications and securing them would simply 
require an encryption protocol that the VMs could use to prevent eavesdropping by 
malicious entities, such as SSH.   

The data that is owned by the user could also be stored in an encrypted format, 
which would be decrypted by the worker node as it is accessed.  The VMs for the 
Master Node and Worker Nodes would be treated like any other piece of data, as 
they would be encrypted before being uploaded to the broker network by the 
information owner and then decrypted by KVM when the user requests that they 
be loaded.   

Trust Relations 
%DVHG�RQ�*UDQGVRQ¶V�UHVHDUFK�>�@�ZH�KDYH�LGHQWLILHG�WKHVH�WUXVW�UHODWLRQV�� 

� Delegation [6]:  The information owner is delegating work to the cloud, via 
WKH�0DVWHU� 1RGH�� � 7ZLVWHU¶V�0DVWHU� 1RGH� GHOHJDWHV� ZRUN� WR� WKH� ZRUNHU�
nodes as part of its programming.  The Master Node also delegates data 
retrieval to the worker nodes so they can process their work, and write back 
the results to the Data Storage Array. In each instance, the person or 
program needing something done without their interaction is giving up 
some control, with the expectation that the entity doing the work is doing 
so as requested.  If a node is not reliable, or it is not returning reliable 
results, Twister cannot work.�Twister expects the worker nodes to process 
the work sent to them and in the manner that Twister wants the work done 
without any alterations. 

� Infrastructure trust [6]: The information owner should trust the 
infrastructure where their data is being stored and processed. The Master 
Node and Worker Nodes should also trust the workstation infrastructure.  
7KLV�PHDQV�WKDW�WKH�&ORXG�2ZQHU¶V�LQIUDVWUXFWXUH�LV�UXQQLQJ�WKH�XQGHUO\LQJ�
system(s) and program(s) that the information owner is expecting.  A 
GHYLDWLRQ�IURP�WKH�H[SHFWHG�VHWXS�FRXOG�LQGLFDWH�D�YLRODWLRQ�RI�WKH�FORXG¶V�
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 LQWHJULW\�� 7ZLVWHU� GHSHQGV� RQ� WKH� LQIUDVWUXFWXUH¶V� UHVRXUFHV� WR� TXLFNO\�
process its large amounts of data.  

� Provision of Service by the Trustee [6]: The Information Owner should 
trust a broker (or Cloud Owner) to map and allocate physical resources. A 
broker is expected to state these resources accurately.  If the Information 
Owner requests a resource and the Cloud Owner fails to provision the 
correct resources, the processes need by the information Owner may fail.  
7KLV�FRXOG�DOVR�LQGLFDWH�DQ�LVVXH�ZLWK�WKH�FORXG¶V�LQWHJULW\�� 

Approach of Securing Twister 

A. Establishing Trust 
:H� KDYH� LGHQWLILHG� WKH� LVVXHV� ZLWK� 7ZLVWHU¶V� FXUUHnt setup and lack of 

VHFXULW\�LQ�PDLQWDLQLQJ�WKH�LQIRUPDWLRQ�RZQHU¶V�GDWD�VHFXUHO\���,Q�RUGHU�WR�HQVXUH�
7ZLVWHU¶V� ,QWHJULW\�ZLWKLQ� WKH� FORXG��ZH� SURSRVH� HVWDEOLVKLQJ� D� URRW� RI� WUXVW� IRU�
Twister using the TPM. This will also allow future work in securing Twister/VMs 
in the cloud entirely using the TPM. In this section we will break down how the 
interactions within Twister occur in the Cloud. 

Information Owner to the Cloud 
        The Information Owner and their data is the focus of this project.  They want 
their Twister program to run in the cloud properly and reliably. Using the TPM, 
the information owner is given a way to ensure that the VMs they are allocated by 
the Cloud Owner are the ones they requested.  In this manner, they can be assured 
that the programs will run in the way they expect. When the IO is ready to process 
a Twister program, they will again request and attestation of the VMs that they 
previously uploaded to the cloud. Both the Master Node and all of the Worker 
Nodes must pass this challenge for the program to continue. If the challenge 
returns the expected results, the Twister program can run and it begins processing 
LWV�ZRUN���7KH�,2�PD\�GHVLUH�WR�FKDOOHQJH�WKH�&2¶V�VHUYHUV�EHIRUH�WKH�UHVXOWV�DUH�
returned to ensure the integrity of the cloud at that time. 
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 Software Used 
� KVM hypervisor 0.14.0 
� TPM ± Trousers 0.3.6 
� TPM ± TPM-tools 1.3.5 
� Twister package .9 
� ActiveMQ 5.4.2 
� OpenSuse 11.4 
� Redhat 5.4 
� TrustedGRUB 1.1  

Hardware Used 
� Broadcom TPM 1.2. 
� Intel VT for full virtualization. 
� PC ± HP xw4300 Workstation. 

Method 
 For our implementation we chose a single-system setup.  Our base system, 
an HP xw4300, was used as our cloud infrastructure.  We setup the BIOS to enable 
the TPM security.  Next openSUSE 11.4 Linux, QEMU-KVM and the software 
needed to use the TPM was installed.  We then configured TrustedGRUB to secure 
the boot-up sequence.  Within openSUSE we used the QEMU-KVM hypervisor to 
setup a single VM of Red Hat Enterprise Linux 5.4 for Twister v0.9. 

 We chose to use a single VM to control for variances in timing and 
communication within Twister as well as ensuring outside influence of the base 
system did not adversely affect our measurement.  For our setup the VM is a 16GB 
image with 1GB of RAM allocated.  The CPU is a 3.2Ghz Intel Core2 Duo with 
one core allocated to the VM. 

We then measured how long two Twister programs took to run.  As shown 
in Figure 2, Twister run times can vary widely depending on the amount of data 
being processed, and the amount of computing power given to the VM.  In each 
case, we ensured that the base system was up to date, and that no additional 
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 programs were running in the background.  The VM operating system was also 
updated and any un-necessary programs were terminated before running Twister. 

Program Name Amount Time to Run 

K-means Numbers between 80 and 80000 22.82 seconds 

Word Count 1 Gigabyte of Text 268.076 seconds 

Fig. 2 

Status and Results 
 Due to several issues with the TPM-tools [10] and the Broadcom TPM, we 
were unable to complete the measurements of our VM.  However, as a proof of 
concept we were able to see the TPM within the VM and TPM functions were 
responsive on the base system.  Given several measurements from related works 
[3] we expect a 16 GB VM to scan in about 80 seconds.  If this were to be proven 
true the use of a TPM as a protection tool is ineffective for use with Twister.  It is 
possible to reduce the VM size to 8 Gb thereby reducing the time to around 40 
seconds, but this is still more time than it took for the K-means program to run, 
and approximately 14% of the time it took the Word Count program to run.  This 
is a significant overhead to the Twister program and one that greatly reduces its 
effectiveness. 

 Adding additional security would also be ineffective as many Twister 
programs use large datasets; sometimes several to tens of gigabytes of data per 
program.  Attestation of the datasets would only exacerbate the overhead presented 
by using the TPM as a protection tool. 

Future work 
Our current work is just about building the trusted system that the VM sits on 
using TPM. We then measure VM(s). Expanding on our project, possible future 
work could include: 
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 � 5HGXFLQJ� WKH� ODUJH� RYHUKHDG� SURGXFHG� E\� 7ZLVWHU¶V� PHDVXUHPHQWV�� � $�
cryptographic co-processor may be able to process the measurements more 
quickly. 

� Securing the interactions between worker nodes with SSH using TPM 
secured keys.  Currently Twister uses SSH, but logins are automatic and 
keys are generated on the server. 

� Encrypting and decrypting the information stored on the data storage array.  
7KHVH� ZRUNV� ZRXOG� KHOS� LPSURYH� 7ZLVWHU¶V� HQYLURQPHQW� E\� KDYLQJ� D� PRUH�

complete security framework, thereby preventing misbehavior or unintended 
actions by using TPM.  However, these parameters would need to overcome the 
significant overhead produced by the attestation. 
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