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English  for Academic Writing Purposes 

An Empirical Analysis of Needs and Wants 

That Face Libyan EFL Learners atTertiary Levels 

Najah Mohamed Ganaw 

Elmergib University, Faculty of Arts 

English Language Department 

najahganaw@yahoo.com 

 

Abstract 

Academic writing remains an essential skill for English learners in Libya in EFL context. 

English courses offered in Libya at tertiary levels mostly focus on teaching for general purposes, 

few concerns writing for academic purposes, even for English majors. Therefore,   This paper 

examines the needs and lack of  EFL Libyan learners who study English for academic writing 

purpose . Analysis of  the questionnaire and learnersô texts that have been used to collect data 

were presented. Results indicate that most of the participants  have never taken  an academic 

English course before and that learners found a huge difficulty in academic writing skills. 

Therefore, an  EAWP (English for Academic Writing purpose ) course  is needed for learners 

who study at tertiary levels in Libya in order to write academic papers appropriately. 

  Introduction : 

In recent years,  academic writing  has become an important tool for people in today's 

international community. Therefore, it is used in reporting analyses of current events for 

newspaper, composing academic essays,  letters and e-mail messages.  The ability to write 

effectively  allows  individuals from different cultures and backgrounds to communicate. In 

addition, it is widely recognized that writing  plays a vital role not only in conveying 

information, but also in transforming knowledge to create new knowledge. Many believe that 

teaching academic writing  for specific purposes will benefit learners more than teaching it  for 

general purposes, because that enhance students' needs and necessities. In this context, program 

can be designed by analysing learners' needs and identifying some certain points which learners 

struggle with when they write academically. Needs analysis can be defined as ñlacks rather than 

needs that come to determine curriculum since what we are really interested in is the gap 

between the target proficiency and the present proficiency of the learnersò ( Basturkmen 1998 

p.1). This research paper  will focus on analysing the needs and wants of group of learners who 

study English for academic writing purpose. This will be discussed by presenting the description 

of the teaching context, discussion of needs analysis tools and information about learners' present 

difficulties whichwere collected through questionnaire and writing texts' analysis. Following 

that, findings of learners' needs and implications of this project will be presented.  

Teaching context:   

These are  EFL Libyan learners who were involved in an intensive teaching program for 

English Academic Writing Purpose (EAWP) which will be taken for fifteen weeks and three 
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days per week and two hours per day.The aim of this program is to assist learners who have been 

asked to write an academic essay in order to complete their tertiary studies in overseas countries. 

These  learners study at a private institution in Libya and they are a mixed group (males 

&females) who are aged between 18-21 years. Their first language is Arabic and they have 

Arabic cultural backgrounds as well as they have already learnt English language in both high 

school and university for three years through using the grammar translation method. This method 

basically depends on translating  the language from English language to Arabic language and 

teaching how to write some simple and compound  sentences with certain grammatical features. 

Therefore, the   learners have not benefited from such method, because they have not developed 

their academic writing abilities.  

 

Moreover, these  learners have various levels of English proficiency, but the focus in this 

context will be on an intermediate level. This is because of the fact  that, although they have 

good levels of general English writing proficiency, they still in need to improve their academic 

writing abilities,since they have not been introduced  to how use variety types of sentences 

structures. Also, they in need to use technical  and formal vocabulary in their writing. This 

program will assist these learners by identifying the wants, necessities and the gap between their 

present learning situations and their target situations. Therefore, the aim of this research paper is 

to help learners with their  academic essays, so they could write in more a proficient manner and 

complete their tertiary studies in overseas countries. 

 Discussion of  previous  studies and  needs analysis : 

As it has been stated in the previous studies, it is noted that  needs analysis can be divided 

into three categories that necessities, lacks and wants (Hutchinson and Waters cited in Benesch, 

2001). Another study includes that needs analysis ñemphasize the important of investigating the 

competencies, strengths and weaknesses that students have prior to the beginning of a course of 

study, and provide arrange of devices that could be used for this purposeò (Richterich and 

Chancerel cited in Tajino, James & Kijima 2004 p. 2).  Also, it is confirmed that giving students 

examples of strategies for improving, planning, organizing, drafting and editing would develop 

the necessities of student's academic witting. Furthermore, teachers should evaluate student' 

writing  to know their common grammatical structure and syntactic errors (Giridharan 2012). 

Moreover, a study by Sanders (2006) includes that a questionnaire was developed in EAP 

course to identify certain elements which are important for students' learning needs such as 

paraphrasing and paragraph structures. Also, a study by Vardi (2002) demonstrates that learners' 

needs appear when those learners are required to write long complex texts objectively and 

explicitly which they may not have experienced before. Also, a study by Barkaoui  (2007) 

confirms that raising learners' awareness about successful writing processes is important by 

providing them with models and clear specific learning goal. For example, it is concluded that 

vocabulary is more important to maintain a consistent academic pattern (Swales &Feak 2004). 

These studies seems to suggest  that needs analysis means to identify learners' problems which 

they may have at the beginning of the course and focus on these problems with the aim that 

provides a good support to assist students' learning. Thus, this context has focused on identifying 
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the problems which learners have  and providing them with good  writing strategies to overcome 

their problems. 

 

Furthermore, information about need analysis can be gathered by different ways such as 

questionnaire and analysis of authentic written texts (Evans & St John 1998). In this context, 

there are two methods which were used to gather information about the learners' needs; primarily 

a questionnaire was given to 15 learners to gather information about their needs or necessities. 

According toBoshr and Smalkoski (2002), a questionnaire has been used to collect information 

about learners' needs regarding course design for EAP.  Secondly, analysis of learner's writing 

texts were used to identify the microstructure level of the texts and identify the gap between the 

current levels of learners and  their target situations. For example, Lewin and Fine &Young 

(2001)include that analysis of genre texts can identify a gap between the current level of learners 

and  the target situation. Based on the above studies, it can be confirmed that  the methods of   

texts' analysisand the questionnaire which have been used  in this program  would be very useful  

ways to identify the academic writing' gap between what do learners currently can do and what 

do learners can do after completing  their  academic stages. 

- Research Data: 

1. Analysis of the questionnaire: 

A questionnaire was one of the methods which were used to gather information about the 

learners' needs and necessities in this context. Learners were asked to answer four questions that 

were written by English language regarding the difficulties that face learners while they are 

writing an academic essay. The questionnaire was distributed equally to all 15 learners who 

study at an English collage to ensure fairness and valid data for better learning program.  

First Question:[ see Appendix] 

Decide which of these sentences are the topic sentence and decide the order of the 

supporting  sentences and number them . 

Percentage% Incorrect answer Correct answer Total 

Incorrect correct  

        12 

 

3 

 

15 80 20 

 

This table shows that learners have faced a lot of problems with writing and organizing 

the correct form of the paragraph. That is attributed to the students' disability to distinguish 

between the topic , supporting and concluding sentences. For the first question, the majority of 

the learners' responses about 80% are incorrect . On the other hand,  about 20% of the learners' 

responses are  correct. As a result, It is noted that learners in this context encountered  difficulties 

with organizing the different parts of the paragraph. 
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Second Question: [ see Appendix] 

Choose the transition signal that  best shows the relationship between the following  

sentences. 

Percentage% Incorrect answers Correct answers Total 

incorrect correct 
10 5 15 

66.6 33.3 

 

From this table, it is resulted that  about 66.6% of the  learners faced difficulties in 

determining the best transition signals but about 33.3%  of them have not faced these problems. 

The reason for these errors is that  most learners did not know how to link between different  

parts of  the  paragraph by using  the suitable transition signals.   

Third question:[ see Appendix] 

Do you have difficultiesin constructing  compound  and complex  sentences  when you write an 

academic paragraph ?  

Yes 80% 

No 20% 

 

 

Based on the table above, it  shows that most of the learners about 80% have  confirmed 

that they  faced problems in constructing  compound  and complex  sentences  while they are 

writing  their paragraphs whereas about 30% of the learners found it easy to use these types of 

the sentences in their writing. learners need to know how to use complex sentences in their  

writing rather only using simple  or compound  sentences, so later on they can perform well in 

the complex context of academic writing in their tertiary studies. 

Forth Question: [ see Appendix] 

Do you think, you can produce new and technical words quickly when writing  an academic  

essay ? 

Yes 80% 

No 20% 
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In the final question, a wide range of academic vocabulary is another problem that has faced the 

learners. Difficulty in choosing the correct vocabulary even with theuse of a dictionary was  

another aspect that  faced  the learners in this context. About 80%  of the  learners faced 

difficulties in producing new words while they are  writing an academic paragraph  whereas 

about  20% of the learners  have not faced those  problems. 

2. Analysis of written texts: 

Secondly, analysis of learners' writing was used to gather information about the 

microstructure level of the learners' texts and identify the problems that the learners have with 

organizing and writing each part of their essays' paragraphs.  For instance, a study by Burstein 

and Marcu (2003) states that essay topics have been evaluated to collect data about learners' 

weaknesses in order to seek students' needs. Therefore, in this context, learners' essays have been 

evaluated to identify their weaknesses and the gap between their current levels and their target 

situations. The learners attempt to write essays about (Rich countries should give aid to poor 

countries).  The analysis of  the learners' essays resulted in to  the following: 

  Firstly, the learners  have difficulties in using technical and  academic vocabulary and 

this can be seen through skimming learners' essays. As a result, it is  suggested that English 

learners need to be taught how to gain academic vocabulary pattern, so that  they will be able to 

practice writing which is one of the language skills. Therefore, this means that learners in this 

program should gain rich and technical  vocabulary. Therefore,  they can use more than one way 

to express their ideas in academic  writing  skill.  

 

Second difficulty which learners need to improve in order to write a good academic essay 

is paragraph structures ((Lewin , Fine &Young 2001). In this context, most of the learners have a 

huge difficulty in constructing the topic sentences which  is the important part of the paragraph. 

Also, learners have not stated the main idea, concluding  sentences and recommendation  of the 

essay very clearly.  For example,in the first paragraph of one of thelearner's texts (aid helps 

developing countries to improve medical treatment). It is noticed that, there is a lack in this 

sentence to convey meaning to the reader and this writer should include more details in the 

sentence, so the main idea of the paragraph can be understood.  

Thirdly, most learners' texts in this study  have grammaticalerrors especially, in using of 

variety of sentences structures. For example,  in the first paragraph regard one of the learner's 

text, it is stated that (As result, life expectancy was increased).  Thus, it is noticed that this 

learner uses simple sentences in writing an essay instead  of complex sentences.  Based on the 

above results which have been taken from the analysis of the learners' texts, it can be seen that 

there are some certain grammatical features which learners had not paid attention to learn in the 

past. As result, there is a gap which can be defined as certain hidden skills which learnerscan not 

master in the current situation, so if these skills are identified, the learners will improve their 

academic writing abilities. 

In addition, regarding the learners' texts, there is not linkage between different parts in 

each paragraph which make the paragraphs incoherent. learners have not  used transition signals 
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to link sentences within the paragraphs.  For example, a study by Swales &Feak (2012) includes 

that to write academically, you should make many considerations which are audience, purpose, 

organization and flow of the writing.  Thus,  it can be inferred that, there is not linkage in the 

learners'texts and the learners should organise their writing  with many considerations in order to 

write an academic essay.Consequently, learners' needs  and wants should be taken into account 

for designing  an  effective EAWP program. 

Finding:  

In sum, discussion of needs analysis tools (questionnaire & learners' writing texts 

analysis) and relevant literature have revealed that EFL  Libyan students who were involved in  

the  EAWP course, had the most difficulties  in the following: 

¶ Using a wide range of vocabulary that assists learners to express their ideas in more 

than one way.  

¶ Being able to write a good academic structured paragraph with well organised ideas  

using  topic, supporting and concluding sentences. 

¶ Being able to use and identify grammatical features as well as using varieties of 

sentences in writing such as compound and complex sentences. 

¶ Being able to write  academically and  coherently with and between  

paragraphs by usingtransition signals to link different parts . 

Implication:  

Analysis of learners' needs should be starting point for designing a better program that 

satisfies learners' needs and necessities. According to Hamp-lyons (cited in Tajino, James & 

Kijima 2004), an EAWP program is starting point because it begins with a learner and a 

situation. This study confirms thatan EAWP course starts with analysing learners' needs that are 

regarding learning situation. Therefore, in this context, the EAWP course should start with 

learners' needs as a first step that makes this program more effective. For example, a study by 

West (cited in Bosher&Smallkoski 2004) indicates that learners' needs analysis must be 

translated into appropriate course objectives. This study seems to suggest that the EAWP course 

must focus on the needs and necessities which learners have difficulties with by translating these 

needs and necessities as objectives of this course.  Thus, according to the above needs analysis 

and finding of this project, it can be suggested that needs analysis is considered as an essential 

step in the EAWP course design.   

 

Moreover, materials, books and methods of teaching in this program should be chosen 

regarding learners' needs (objectives of the course). For example, Bosherand Smallkoski (2004) 

include that materials and methods of teaching when designing an EAP course must be selected 

according to the results of the finding. This study demonstrates that when designing a course, 

teachers should select the relevant materials and approaches which will focus and assist learners' 

needs to improve their language learning. Consequently, in this context, teachers should take the 

above point into account, so learners will reach the aimed outcome and teachers would  have a 

successful teaching program. 
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Next, teachers should provide consultation time for learners, so each learner obtains an 

opportunity to mention their needs and necessities. For example, conferences which can be 

defined as an appointment which can be organized between a teacher and a learner to discuss a 

particular piece of work or the process of learning or both of them (Brown & Hudson 1998). 

This study defines the conferences as a plan for meeting that can be organized between a 

teacher and a student to discuss the issues regarding learning process. This approach will be very 

helpful for learners in this context, because  by such way  those learners will have the 

opportunities to meet the teacher face to face and discuss the certain points which they struggle 

with when constructing  an academic essay writing. Therefore, such a useful strategy should be 

included in EAWP course. 

In addition, there are a number of contextual factors that should be taken into account 

when designing the EWAP course. Firstly, learners in this context come from an Arabic 

language environment and this should be considered, because learners will be using English only 

at the institution while using the Arabic language in their daily life. Therefore, in such that case, 

teachers might suggest English writing program outside the classrooms, so learners can use more 

English every day out and inside the classrooms. Secondly, class size also should be considered 

when designing the EWAP course, since it is sometimes impossible to teach writing skills to a 

class of 30 learners. Also, this may have a great impact on the conferences strategy which has 

been mentioned above. This is because of that, if the class have 30 learners, a teacher can not 

provide enough time for each student. Thus, enough time should be considered for each lesson, 

so learners can ask some questions about their difficulties regarding certain points and teachers 

can give them the feedbacks, because it is critical for developing better content structure and 

overall language proficiency (Giridharan 2012) .  

Finally, learners' motivation should be considered too. For example, it is claimed that 

students' motivation should be considered when designing an  EAP course because this helps 

teachers to work out what is needed to enable learners to reach the target aim (Evans & St John 

1998). This study means that learners' motivation decide whether learners' needs become explicit 

or implicit which helps teacher to identify the learners' needs and assist them. Thus, teachers 

should motivate students to elicit their difficulties, so teachers help them to overcome their 

problems. Based on the above studies, all stakeholders should consider the above factors when 

designing an  English writingcourse,  so they can reach their aims and design  a successful 

teaching  program.  

 

Conclusion: 

To sum up, it has been indicated that descriptions of target context, discussion of needs 

analysis tools, analysis of the questionnaire and learners' texts that have been used to collect data  

which was presented. Then, finding of Libyan learners' needs and some suggestion for the  

EAWP course have been presented.  Results of this study  have focused on needs and necessities 

which learners who study in the EAWP course find difficulties with. learners in this  context 
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should be though academic writing skill with considerations of teaching specific aspects that are 

main structures  of the paragraph, technical and new vocabulary, using transition signals and 

using different types of the sentences. Also,  It can be recommended that teachers and learners 

should participate in designing an effective academic course by both ways, firstly, student should 

ask explicit questions about their weaknesses to be understood. Secondly, teachers should 

provide a good explicit answers or feedbacks for students. Thus, it can be ensured that learners' 

necessities have been identified and  resulted  into  an effective teaching and learning program.  
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Appendix 

The  following questionnaire was distributed equally to all 15 Libyan  learners who study at an 

English collage: 

1- Decide which of the following sentences is the topic sentences of the paragraph and 

decide the order of the supporting sentences and number them[ss1,ss2,ss3 and so 

oné.] 

 

a- It enables customers to do several blanking transactions twenty-hours a dayé.. 

b-  In addition, a customer can transfer funds between accounts or get a cash advance on a 

credit cardéé. 

c-  An automated  teller  machine [ATM] is a convenient  miniature  bankéé.. 

d- For example, a customer can use  an ATM to deposit  money and with draw a limited of 

cashéé. 

 

2- Choose the transition signal that  best shows the relationship between these 

sentences in each group from the choices given in the parentheses, and add 

punctuation and change capital to small letters if necessary. 

 

1- The same article said that the causes of inflationéé..the cure for inflation was not so 
easy to prescribe.  [however, for example, therefore] 

2- Era also suggested that rising wages were one of the primary causes of 

inflationéééthe government should  take  action to control wages.  [however, for 

example]. 

3- In physics, the weighs of an object is the  gravitational force with which the earth attracts 

it éééif a man weighs 150 pounds, this means that the earth pulls  him  down  with a 

force of 150 pounds. 

 

3- Do you have difficulties in constructing compound  and complex sentences  when 

you write an academic paragraph ? 

-Yes 

-No 

4- Do you think, you can produce new and technical words quickly when writing an 

academic  essay ? 

-Yes 

-No 
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Abstract 

In this paper we introduce new subclasses of starlike functions in the open unit disk by 

using fractional derivative operator. We obtain coefficient inequalities and distortion theorems 

for functions belonging to these subclasses. Further results include distortion theorems 

(involving the generalized fractional derivative operator). The radii of convexity for functions 

belonging to these subclasses are also studied. 

Keywords: univalent functions; starlike functions; convex functions; fractional derivative 

operators. 

Mathematics subject classification: 30C45, 26A33 

1- Introduction 

Two interesting subclasses Ὕᶻȟȟ and  ὅȟȟ of univalent starlike functions with 

negative coefficients in the open unit disk ל were introduced by Srivastava and Owa[10]. These 

classes become the subclasses of the class ὑȟ which was introduced by Gupta [1] when the 

function Ὢᾀ is univalent with negative coefficients. Using the results of Srivastava and 

Owa[10], Srivastava and Owa[11] have obtained several distortion theorems involving fractional 

derivatives and fractional integrals of functions belonging to the classes Ὕᶻȟȟ and  

ὅȟȟ. 

      Fractional calculus operators have recently found interesting applications in the theory of 

analytic functions (see e.g. [2, 4, 8, 9]).  In the present paper, by making use of a certain 

fractional derivative operator, we introduce new subclasses Ὕȟȟ
ᶻ ȟȟ and ὅȟȟ ȟȟ 

(defined below) of starlike functions with negative coefficients.  

       This paper is organized as follows: Section 2 gives preliminary details and definitions of 

starlike functions, convex functions and fractional derivative operators. In Section 3 we describe 

coefficient inequalities for the functions belonging to the subclasses Ὕȟȟ
ᶻ ȟȟ and 

ὅȟȟ ȟȟ. Section 4 considers the distortion properties. Its further distortion properties 

(involving the generalized fractional derivative operator) are discussed in section 5. Finally, in 

section 6 we determine the radii of convexity for functions belonging to these subclasses of 

starlike functions. 

 

2- Preliminaries And Definitions   

Let ὃ denote the class of functions defined by 
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Ὢᾀ ᾀ ὥᾀ                                                               ςȢρ 

which are analytic in the open unit disk ל ᾀȡȿᾀȿ ρ.  Further, let Ὓ denote the class of all 

functions in ὃ which are univalent in ל. Then a function  Ὢᾀ belonging to the class Ὓ is said to 

be starlike of order  if and only if (see, e.g. , [2,5]) 

2Å
ᾀὪᾀ

Ὢᾀ
  ȟ          ᾀɴ  ςȢς                                                  ל

for some π  ρȢ We denote by Ὓᶻ the class of all starlike functions of order .A 

function Ὢᾀ belonging to the class Ὓ is said to be convex of order  if and only if 

2Åρ
ᾀὪᾀ

Ὢ ᾀ
ȟ       ᾀɴ  ςȢσ                                              ל

for some π  ρȢ We denote by ὑ the class of all convex functions of order .Note 

that Ὢᾀᶰὑ if and only ifᾀὪᴂᾀᶰὛᶻ, and that, 

Ὓᶻ ṖὛᶻπ Ὓᶻ, 
ὑ Ṗὑπ ὑ, 

and 

ὑ ṒὛᶻ ṒὛ 
for π  ρȢThe classes Ὓᶻ and ὑ were first introduced by Robertson[5]. 

      LetὝdenote the subclass ofὛconsisting of functions of the form 

Ὢᾀ ᾀ ὥᾀ ὥ π                                                  ςȢτ 

We denote by Ὕᶻ and ὅ, respectively, the classes obtained by taking the intersections 

ofὛᶻ andὑwith  Ὕ, that is 

Ὕᶻ Ὓᶻ᷊Ὕ 

and 

ὅ ὑ᷊Ὕ 

The classesὝᶻandὅwere introduced by Silverman [6]. 

      Let ϜὊϛὥȟὦȠὧȠᾀ be the Gauss hypergeometric function defined, for ᾀɴ  .by; (see[7]) ל

ϜὊϛὥȟὦȠὧȠᾀ
ὥ ὦ

ὧ ὲȦ
                                     ςȢυ 

where ‗ is the Pochhammer symbol defined, in terms of the Gamma function, by 

‗
ɜ‗ ὲ

ɜ‗

ρ                                                          ȟ ὲ π
‗‗ ρ ‗ ςȣȢ‗ ὲ ρ  ȟ ὲᶰᴓ

 

for  ‗ πȟρȟςȟȣ 

      Now we recall the following definitions of fractional derivative operators, adopted for 

working in classes of analytic functions in complex plane as follows see ([2,4]). 

Definition 2.1. The fractional derivative of order ‗ is defined by 
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ὈὪᾀ
ρ

ɜρ ‗

Ὠ

Ὠᾀ

Ὢ‚

ᾀ ‚
Ὠ‚                                   ςȢφ 

where π ‗ ρȟ   Ὢᾀ is analytic function in a simply- connected region of the z-plane 

containing the origin, and the multiplicity of ᾀ ‚ is removed by requiring log (ᾀ ‚ to be 

real when ᾀ ‚ πȢ 
Definition 2.2.Let π ‗ ρ, and‘ȟ–ɴ ᴙ. Then, in terms of the familiar Gaussôs 

hypergeometric function   ϜFϛ , the generalized fractional derivative operator  ὐȟ
ȟȟ

  is 

ὐȟ
ȟȟ
Ὢᾀ

Ὠ

Ὠᾀ

ᾀ

ɜρ ‗
ᾀ ‚ Ὢ‚ϜὊϛ‘ ‗ȟρ –Ƞρ ‗Ƞρ

‚

ᾀ
Ὠ‚ςȢχ 

where  Ὢᾀis analytic function in a simply- connected region of the z-plane containing the 

origin with the order Ὢᾀ ὕȿᾀȿ ȟᾀO π, where‐ άὥὼπȟ‘ – ρȟ and the multiplicity 

of  ᾀ ‚  is removed by requiring log (ᾀ ‚ to be real when ᾀ ‚ πȢ 
 

Notice that 

ὐȟ
ȟȟ
Ὢᾀ ὈὪᾀȟ                     π ‗ ρ                       ςȢψ 

 

      Now we define the following classes of starlike functions based on fractional derivative 

operator. 

Definition 2.3.The function ὪᾀᶰὝ is said to be in the class   Ὕȟȟ
ᶻ ȟȟ  if 

ȟ
ȟȟ

ρ

ȟ
ȟȟ

ρ ς

              ᾀɴ  ςȢω                            ל

‗ πȟ‘ ς Ƞ – ÍÁØ‗ȟ‘ ς Ƞ π  ρȠπ  ρȠ π  ρ 
 

for the function  

Ὣᾀ ᾀ ὦᾀ ὦ π                                              ςȢρπ 

belonging to ὝᶻȢ  Dented by ὖȟ
ȟȟ
Ὢᾀ the modification of the fractional derivative operator 

which is defined in terms of  ὐȟ
ȟȟ

 as follows: 

ὖȟ
ȟȟ
Ὢᾀ  

ɜς ‘ɜς ‗ –

ɜς ‘ –
ᾀὐȟ

ȟȟ
Ὢᾀ              ςȢρρ 

Further, if ὪᾀᶰὝ satisfies the condition (2.9) for Ὣᾀᶰὅȟwe say thatὪᾀᶰ
ὅȟȟ ȟȟȢ 

 

     The above-defined classes Ὕȟȟ
ᶻ ȟȟ and ὅȟȟ ȟȟ are of special interest and they 

contain well-known classes of analytic functions. In particular, in view of (2.11), we find that 

ὖȟ
ȟȟ
Ὢᾀ Ὢᾀ                                                        ςȢρς 
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Thus, for  ‗ ‘ π, we have 

Ὕȟȟ
ᶻ ȟȟ Ὕᶻȟȟ 

and 

ὅȟȟ ȟȟ ὅȟȟ 

where Ὕȟȟ
ᶻ ȟȟ and ὅȟȟ ȟȟ are the subclasses of starlike functions which were 

studied by Srivastava and  Owa[10], andSrivastava and  Owa[11]. 

 

      In order to prove our results we shall need the following lemmas for the classes 

Ὕᶻandὅdue to Silverman [6]: 

Lemma 2.4. Let the function Ὣᾀ defined by (2.10). Then Ὣᾀ is in the class Ὕᶻ if and only 

if 

ὲ ὦ ρ                                                         ςȢρσ 

Lemma 2.5. Let the function Ὣᾀ defined by (2.10). Then Ὣᾀ is in the class ὅ if and only if 

ὲὲ ὦ ρ                                                       ςȢρτ 

 

      We mention to the following known result which shall be used in the sequel (see Raina and 

Srivastava[4]). 

Lemma 2.6. Let  ‗ȟ‘ȟ–ɴ ᴙȟ such that ‗ π and Ὧ άὥὼπȟ‘ – ρ  then 

ὐȟ
ȟȟ
ᾀ

ῲὯ ρῲὯ ‘ – ρ

ῲὯ ‘ ρῲὯ ‗ – ρ
ᾀ                             ςȢρυ 

3- Coefficient Inequalities 

Theorem 3.1. Let the function Ὢᾀ be defined by (2.4). If Ὢᾀbelongs to the class 

Ὕȟȟ
ᶻ ȟȟ, then  

ὲὲρ ὥ
ρ  ρ  ς

ὲ 
ςρ                     σȢρ 

where 

ὲ
ς ς – ‘

ς ‘ ς – ‗
  ȟ                    ὲ ς                              σȢς 

 

Proof. Applying Lemma 2.6, we have from (2.4) and (2.11) that 

ὖȟ
ȟȟ
Ὢᾀ ᾀ

ς ς – ‘

ς ‘ ς – ‗
ὥ ᾀ 

SinceὪᾀ  ɴὝȟȟ
ᶻ ȟȟ, there exist a function Ὣᾀbelonging to the class  Ὕᶻ such that 
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ᾀὖȟ
ȟȟ
Ὢᾀ Ὣᾀ

ᾀὖȟ
ȟȟ
Ὢᾀ ρ ςὫᾀ

ȟ    ᾀɴ  σȢσ                            ל

It follows from (3.3) that 

2Å
В ὲὲὥ ὦ ᾀ

ςρ  В ὲὲὥ ρ ςὦ ᾀ
                           σȢτ 

Choosing values of  ᾀ  on the real axis so that   
ȟ
ȟȟ

   is real, and letting   ᾀO ρ  through 

real axis, we have  

ὲὲὥ ὦ ςρ  ὲὲὥ ρ ςὦ  

or, equivalently, 

ὲὲρ ὥ ρ  ςὦ  ςρ                          σȢυ 

Note that, by using Lemma 2.4,  Ὣᾀᶰ Ὕᶻ  implies 

  ὦ 
ρ 

ὲ 
      ȟ             ὲ ς                                                  σȢφ 

Making use of (3.6) in (3.5), we complete the proof of Theorem 3.1.                               Ǐ 

Corollary 3.2.Let the function Ὢᾀ be defined by (2.4) be in the classὝȟȟ
ᶻ ȟȟ. Then  

ὥ 
ςρ  ὲ  ρ  ρ  ς

ὲὲρ  ὲ 
ȟ   ὲ ς                          σȢχ 

where ὲis given by (3.2). The result (3.7) is sharp for a function of the form: 

    Ὢᾀ ᾀ
ςρ  ὲ  ρ  ρ  ς

ὲὲρ  ὲ 
ᾀȟ       ὲ ς              σȢψ 

with respect to  

              Ὣᾀ ᾀ
ρ 

ὲ 
ᾀȟ ὲ ς                                    σȢω 

 

Remark 1. Letting ‗ ‘ π ȟ and  π in Corollary 3.2, we obtain a result was proved by 

[Gupta [1], Theorem 3]. 

 

In a similar manner, Lemma 2.5 can be used to prove the following theorem: 

Theorem 3.3. Let the functionὪᾀbe defined by (2.4) be in the class  ὅȟȟ ȟȟ. Then  

ὲὲρ ὥ
ρ  ρ  ς

ὲὲ 
ςρ                     σȢρπ 

where ὲis given by (3.2). 

Corollary 3.4. Let the function Ὢᾀ be defined by (2.4) be in the class  ὅȟȟ ȟȟ. Then  
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ὥ 
ςρ ὲὲ  ρ  ρ  ς

ὲὲ ρ  ὲ 
ȟ   ὲ ς            σȢρρ 

where ὲis given by (3.2). The result (3.11) is sharp for a function of the form: 

  Ὢᾀ ᾀ
ςρ ὲὲ  ρ  ρ  ς

ὲὲ ρ  ὲ 
ᾀȟ       ὲ ς          σȢρς 

with respect to  

     Ὣᾀ ᾀ
ρ 

ὲὲ 
ᾀȟ ὲ ς                                     σȢρσ 

4- Distortion Properties 

      Next, we state and prove results concerning distortion properties of Ὢᾀ belonging to the 

classes Ὕȟȟ
ᶻ ȟȟ and ὅȟȟ ȟȟ. 

Theorem 4.1. Let ‗ȟ‘ȟ–ɴ ᴙ  such that 

‗ πȠ‘ ς Ƞ– ‗
‘ σ

‘
                               τȢρ 

Also, let Ὢᾀ defined by (2.4) be in the class  Ὕȟȟ
ᶻ ȟȟ. Then 

ȿὪᾀȿ ȿᾀȿ ὃȟȟ ȟȟȿᾀȿȟ                                                 τȢς 

ȿὪᾀȿ  ȿᾀȿ ὃȟȟ  ȟȟȿᾀȿȟ                                                 τȢσ 

ȿὪ ᾀȿ  ρ ςὃȟȟ  ȟȟȿᾀȿȟτȢτ 

and 

ȿὪ ᾀȿ  ρ ςὃȟȟ  ȟȟȿᾀȿτȢυ 

for  ᾀɴ ȟ  provided that πל  ρȟπ  ρ   and π  ρȟ where 

ὃȟȟ ȟȟ
ς ‘ ς – ‗ ςρ  ρ  ρ ɾ

τς – ‘ ρ ɾ ς 
                            τȢφ 

The estimates forȿὪᾀȿ and ȿὪ ᾀȿ are sharp. 

Proof. We observe that the function ὲ defined by (3.2) satisfy the inequalityὲ

ὲ ρȟᶅ ὲ ς, provided that – ‗ , thereby, showing that ὲ is non-decreasing. 

Thus under the conditions stated in (4.1), we have 

π
ςς – ‘

ς ‘ ς – ‗
ς ὲȟ ὲᶅ ς                             τȢχ 

ForὪᾀ ɴὝȟȟ
ᶻ ȟȟ, (3.5) implies 

       ςς ρ  ὥ ρ  ς ὦ ςρ                       τȢψ 

For  ὫᾀᶰὝᶻ , Lemma 2.4 yields 

ὦ
ρ 

ς 
                                                                      τȢω 
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So that (4.8) reduces to 

ὥ  
ς ‘ ς – ‗ ςρ  ρ  ρ ɾ

τς – ‘ ρ ɾ ς 
 

ὃȟȟ ȟȟ                                                                                τȢρπ 

Consequently, 

ȿὪᾀȿ  ȿᾀȿ ȿᾀȿ ὥ                                          τȢρρ 

and 

ȿὪᾀȿ  ȿÚȿ ȿᾀȿ ὥ                                          τȢρς 

On using (4.11), (4.12) and (4.10), we easily arrive at the desired results (4.2) and (4.3). 

      Furthermore, we note from (3.5) that 

ς ρ  ὲὥ ρ  ς ὦ ςρ                       τȢρσ 

which, in view of (4.9), becomes 

ὲὥ  
ς ‘ ς – ‗ ςρ  ρ  ρ ɾ

ςς – ‘ ρ ɾ ς 
 

ςὃȟȟ  ȟȟ τȢρτ 

Thus, we have 

ȿὪ ᾀȿ  ρ ȿÚȿ ὲὥ                                          τȢρυ 

and  

ȿὪ ᾀȿ  ρ ȿÚȿ ὲ ὥ                                          τȢρφ 

On using (4.15), (4.16) and (4.14), we arrive at the desired results (4.4) and (4.5). 

       Finally, we can prove that the estimates forȿὪᾀȿ and ȿὪ ᾀȿ are sharp by taking the 

function 

  Ὢᾀ ᾀ
ς ‘ ς – ‗ ςρ  ρ  ρ ɾ

τς – ‘ ρ ɾ ς 
ᾀ                 τȢρχ 

with respect to  

Ὣᾀ ᾀ
ρ 

ς 
ᾀ                                                       τȢρψ 

This completes the proof of Theorem 4.1.                                                                         Ǐ 
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Corollary 4.2. Let the function Ὢᾀ be defined by (2.4) be in the classὝȟȟ
ᶻ ȟȟ. Then the 

unit disk  ל  is mapped onto a domain that contains the disk  ȿύȿ ὶȟ where 

ὶ ρ
ς ‘ ς – ‗ ςρ  ρ  ρ ɾ

τς – ‘ ρ ɾ ς 
                            τȢρω 

The result is sharp with the extremal function defined by (4.17). 

 

Remark 2. Letting ‗ ‘ π ȟ and  π in Theorem 4.1, we obtain a result was proved by 

[Gupta [1], Theorem 4].  

 

Theorem 4.3. Under the conditions stated in (4.1), let the function Ὢᾀ defined by (2.4)be in the 

class  ὅȟȟ ȟȟ. Then 

ȿὪᾀȿ ȿÚȿ ὄȟȟ ȟȟȿÚȿȟ                                                        τȢςπ 

ȿὪᾀȿ  ȿÚȿ ὄȟȟ  ȟȟȿᾀȿȟ                                                       τȢςρ 

ȿὪ ᾀȿ  ρ ςὄȟȟ  ȟȟȿÚȿȟ                                                        τȢςς 

and 

ȿὪ ᾀȿ  ρ Ð ρὄȟȟ ȟȟȿÚȿτȢςσ 

for  ᾀɴ ȟ  provided thatπל  ρȟπ  ρ andπ  ρ ȟ  where  

 ὄȟȟ ȟȟ
ς ‘ ς – ‗ τρ  ς  ρ  ρ  ςɾɼ

ψς – ‘ ρ ɾ ς 
          τȢςτ 

The estimates forȿὪᾀȿ and ȿὪ ᾀȿ are sharp. 

Proof. By using Lemma 2.5, we have 

ὦ
ρ 

ςς 
                                                        τȢςυ 

since Ὣᾀᶰὅȟ  the assertions (4.20), (4.21), (4.22) and (4.23) of Theorem 4.3 follow if we 

apply (4.25) to (3.5).The estimates forȿὪᾀȿ and ȿὪ ᾀȿ  are attained by the function 

  Ὢᾀ ᾀ
ς ‘ ς – ‗ τρ  ς  ρ  ρ  ςɾɼ

ψς – ‘ ρ ɾ ς 
ᾀ              τȢςφ 

with respect to  

     Ὣᾀ ᾀ
ρ 

ςς 
ᾀ                                          τȢςχ 

This completes the proof of Theorem 4.3.           Ǐ 

Corollary 4.4. Let the function Ὢᾀ be defined by (2.4) be in the classὅȟȟ ȟȟ. Then the 

unit diskלis mapped onto a domain that contains the diskȿύȿ ὶȟ where 

ὶ ρ
ς ‘ ς – ‗ τρ  ς  ρ  ρ  ςɾɼ

ψς – ‘ ρ ɾ ς 
                        τȢςψ 

The result is sharp with the extremal function defined by (4.26).  

5-  Further Distortion Properties  
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      We next prove two further distortion theorems involving generalized fractional derivative 

operator ὐȟ
ȟȟ
Ȣ 

Theorem 5.1.Let ‗ πȠ ‘ ςȠ – άὥὼ‗ȟ‘ ς. Also let the function Ὢᾀ be defined by 

(2.4) be in the classὝȟȟ
ᶻ ȟȟ.Then 

ὐȟ
ȟȟ
Ὢᾀ

ɜς – ‘

ɜς ‘ɜς – ‗
ȿÚȿ ρ

ςρ  ρ  ρ ɾ

ρ ɾ ς 
ȿÚȿ               υȢρ 

and 

ὐȟ
ȟȟ
Ὢᾀ

ɜς – ‘

ɜς ‘ɜς – ‗
ȿÚȿ ρ

ςρ  ρ  ρ ɾ

ρ ɾ ς 
ȿÚȿ               υȢς 

for ᾀɴ  .The results (5.1) and (5.2) are sharp .ל

Proof. Consider the function  ὖȟ
ȟȟ
Ὢᾀ defined by (2.11). With the aid of (4.7) and (4.14) we 

find that 

ὖȟ
ȟȟ
Ὢᾀ ȿᾀȿ ςȿᾀȿ  ὲὥ 

ȿᾀȿ
ςρ  ρ  ρ ɾ

ρ ɾ ς 
ȿᾀȿ              υȢσ 

and 

ὖȟ
ȟȟ
Ὢᾀ ȿᾀȿ ςȿᾀȿ  ὲὥ 

ȿᾀȿ
ςρ  ρ  ρ ɾ

ρ ɾ ς 
ȿᾀȿ              υȢτ 

which yields the inequality (5.1) and (5.2) of Theorem 5.1. 

      Finally, by taking the function Ὢᾀ defined by  

ὐȟ
ȟȟ
Ὢᾀ

ɜς – ‘

ɜς ‘ɜς – ‗
ᾀ ρ

ςρ  ρ  ρ ɾ

ρ ɾ ς 
Ú                    υȢυ 

The results (5.1) and (5.2) are easily seen to be sharp. Ǐ 

Corollary 5.2. Let the function Ὢᾀ defined by (2.4) be in the class Ὕȟȟ
ᶻ ȟȟȢ Then  

ὐȟ
ȟȟ
Ὢᾀ is included in a disk with its centre at the origin and radius  ὶ given by 

ὶ
ɜς – ‘

ɜς ‘ɜς – ‗
ρ
ςρ  ρ  ρ ɾ

ρ ɾ ς 
                            υȢφ 

 

Similarly we can establish the following result: 

Theorem 5.3.Let ‗ πȠ ‘ ςȠ– άὥὼ‗ȟ‘ ς , and let the function Ὢᾀ be defined by 

(2.4) be in the classὅȟȟ ȟȟ. Then 

ὐȟ
ȟȟ
Ὢᾀ

ɜς – ‘

ɜς ‘ɜς – ‗
ȿÚȿ ρ

ςρ  ς  ρ  ρ  ςɾɼ

ρ ɾ ς 
ȿÚȿ              υȢχ 

and 
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ὐȟ
ȟȟ
Ὢᾀ

ɜς – ‘

ɜς ‘ɜς – ‗
ȿÚȿ ρ

ςρ  ς  ρ  ρ  ςɾɼ

ρ ɾ ς 
ȿÚȿ              υȢψ 

for ᾀɴ  .The results (5.7) and (5.8) are sharp . ל

Corollary 5.4. Let the function Ὢᾀ defined by (2.4) be in the class ὅȟȟ ȟȟȢ Then 

ὐȟ
ȟȟ
Ὢᾀis included in a disk with its centre at the origin and radius  ὶ  given by 

ὶ
ɜς – ‘

ɜς ‘ɜς – ‗
ρ
ςρ  ς  ρ  ρ  ςɾɼ

ρ ɾ ς 
              υȢω 

 

Remark 3. Letting ‘ ‗ and using the relationship (2.9) in Theorem 5.1, Corollary 5.2, 

Theorem 5.3, and Corollary 5.4, we obtain the results which were proved by [Srivastava and 

Owa [11], Theorem 5, Corollary 3, Theorem 6, and Corollary 4, respectively]. 

 

6- Convexity Of Functions  

      In view of Lemma 2.4, we know that the function Ὢᾀ defined by (2.4) is starlike in the unit 

disk ל if and only if 

ὲὥ ρ                                                                       φȢρ 

for  Ὢᾀ  ɴὝȟȟ
ᶻ ȟȟ, we find from (3.5) and (4.9) that 

ὲὥ ςὃȟȟ ȟȟ ρ                                   φȢς 

where ὃȟȟ  ȟȟ is defined by (4.6). Furthermore, for Ὢᾀ  ɴὅȟȟ ȟȟ, we have 

ὲὥ ςὄȟȟ ȟȟ ρ                                 φȢσ 

where ὄȟȟ  ȟȟ is defined by (4.24). Thus we observe that Ὕȟȟ
ᶻ ȟȟ and ὅȟȟ ȟȟ 

are subclasses of starlike functions. Naturally, therefore, we are interested in finding the radii of 

convexity for functions in Ὕȟȟ
ᶻ ȟȟ and ὅȟȟ ȟȟ. We first state: 

Theorem 6.1. Let the functionὪᾀdefined by (2.4) be in the class Ὕȟȟ
ᶻ ȟȟ. Then Ὢᾀis 

convex in the disk  ȿᾀȿ ὶ,  where 

ὶ ÉÎÆ
ρ

ςὲ ὃȟȟ ȟȟ
                            φȢτ 

and ὃȟȟ ȟȟ is given by (4.6). The result is sharp.  

Proof.  It suffices to prove 

ᾀὪ ᾀ

Ὢ ᾀ
ρ          ȟ     ȿᾀȿ ὶ                                    φȢυ 

Indeed we have 
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ᾀὪ ᾀ

Ὢ ᾀ

В ὲὲ ρὥᾀ

ρ В ὲὥᾀ
 

В ὲὲ ρὥȿᾀȿ

ρ В ὲὥȿᾀȿ
                                      φȢφ 

Hence (6.5) is true if 

ὲὲ ρὥȿᾀȿ ρ ὲὥȿᾀȿ                                                 φȢχ 

that is, if 

ὲὥȿᾀȿ ρ                                                          φȢψ 

with the aid of (4.14), (6.8) is true if 

   ὲȿᾀȿ
ρ

ςὃȟȟ ȟȟ
    ȟ     ὲ ς                                           φȢω 

Solving (6.9) for ȿᾀȿȟ we get  

ȿᾀȿ
ρ

ςὲ ὃȟȟ ȟȟ
     ȟ       ὲ ς                                 φȢρπ 

     Finally, since ὲ  is an increasing function for integers  ὲ ς , we have (6.5) for  
ȿᾀȿ ὶ, where  ὶ  is given by (6.4). 

       In order to complete the proof of Theorem 6.1, we note that the result is sharp for the 

function  Ὢᾀ  ɴὝȟȟ
ᶻ ȟȟ of the form 

 Ὢᾀ ᾀ
ςὃȟȟ ȟȟ

ὲ
ᾀ    ȟ       ὲ ς                                 φȢρρ 

                                                                                                 Ǐ 

      Similarly, we can prove the next theorem. 

Theorem 6.2. Let the functionὪᾀdefined by (2.4) be in the class ὅȟȟ ȟȟ. Then Ὢᾀis 

convex in the disk  ȿᾀȿ ὶ, where 

ὶ ÉÎÆ
ρ

ςὲ ὄȟȟ ȟȟ
                                          φȢρς 

and ὄȟȟ ȟȟ is given by (4.24). The result is sharp for the function Ὢᾀ  ɴὅȟȟ ȟȟ  

of the form  

  Ὢᾀ ᾀ
ςὄȟȟ ȟȟ

ὲ
ᾀ  ȟ ὲ ς                                φȢρσ 

7- Conclusion     

      We have studied new classes  Ὕȟȟ
ᶻ ȟȟ and ὅȟȟ ȟȟ of univalent functions with 

negative coefficients defined by a certain fractional derivative operator in the unit disk לȢ We 
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obtained the sufficient conditions for the function Ὢᾀ to be in Ὕȟȟ
ᶻ ȟȟ and 

ὅȟȟ ȟȟ.In addition, we derived a number of distortion theorems of functions belonging to 

these classes as well as distortion theorems for a certain fractional derivative operator of 

functions in theclasses. Also, we have determined the radii of convexity for functions belonging 

to these classes. 

Some of the known results follow as particular cases from our results; see for example, Gupta 

[1]; Srivastava and Owa[10] and Srivastava and Owa [11].  
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:ЉϷЯгЮϜ 

     : ϢϼнЋЮϜ пЯК ϤъϸϝЛгЮϜ ев ϣКнгϯв ЭϳЮ аϹϷϧЃт СуЪм , сЯ϶ϜϹЮϜ ϞϽЏЮϜ ̭ϝЏУЮ сЯгК ХуϡГϦ ЀϼϹзЂ ϣЦϼнЮϜ иϻк сТ 

AX=b 

  .m×1     ϣϡϦϽЮϜ ев йϯϧвb  ,  m×n   ϣϡϦϽЮϜ ев  ϣТнУЋвA    ϩуϲ 

 

Abstract: 

     In this paper, we introduce an application on inner product spaces and how used to solve  a 

system of linear equations in the form  Ax=b   , where  A   is  m×n  matrix and  b  is  m×1  

vector. 

 Introduction:  

The system of linear equations in the form Ax=b, where A is an m Ĭ n matrix and b is an 

m Ĭ 1 vector often arise in applications to the real world. The coefficients in the system are 

frequently obtained from experimental data, and in many cases, both m and n are so large that a 

computer must be used in the calculation of the solution. Thus two types of errors must be 

considered. First , experimental errors arise in the collection of data since no instruments can 

provide completely accurate measurements. Second, computers introduce roundoff  errors. One 

might intuitively feel that small relative changes  in the  coefficients of the system cause small 

relative errors in the solution.  A system that has this property is called well-conditioned 

,otherwise, the system is called ill conditioned We now consider some examples of these types of  

errors, concentrating primarily on changes in   b  rather  that on changes in the entries of  A . In 

addition ,we assume that  A is a  square , complex(or real), invertible matrix since this is the case 

most  frequently  encountered  in applications.  

 

Definition 1 :(4) 

A set V is called a vector space over a field F if :- 

(a) under binary operation called addition (+)  
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(i) V is closed  

(ii) u + v = v + u  for all u, v Í V (commutative axiom ) 

(iii) u + (v + w) = ( u + v ) + w for all u, v, w  Í V 

( associative axiom) 

(iv) there exists an element O Í V, called a zero element such that u + O = O + u for all uÍV. 

(v) for every v Í V, there exists an element ( -v) Í V called       an inverse of v such that v + 

(-v)  = 0 = ( - v ) + (v). 

(b) under the scalar multiplication  

(i) V is closed : Ŭ u Í V " ŬÍF , " u ÍV. 

(ii) Ŭ ( u + v ) = Ŭ u + Ŭ v for all u, v Í V  ; Ŭ Í F. 

(iii) ( Ŭ + ɓ ) v = Ŭ v + ɓ v for all v Í V ; Ŭ , ɓ Í F. 

(iv) Ŭ (ɓ v ) = (Ŭ  ɓ ) v for all v Í V ; Ŭ , ɓ Í F. 

(v) 1 v= v for all v Í V ; 1 Í F. 

Definition 2 : (4) 

Let V be a vector space over F . An inner product on vector space V is an operation that assigns 

to every pair of vectors u and v in V a scalar <u,v>  in F such that the following properties hold 

for all vectors u , v and w in V and all scalars c in F. 

(1) ,u v< >= < v , u > , where the bar denotes complex conjugation 

(2) <u + v , w > = < u , w > + < v , w > 

(3) < cu , v > = c < u , v >  

(4) < u , u > ² 0 , and < u , u > = 0 if and only if u  = 0 . 

 

Now , we will introduce some examples to apply this application as following : 

Example 1 

Consider the system  

  x1 +  x2 = 5  

  x1 -  x2 = 1  

The solution to this system is  
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3

2

è ø
é ù
ê ú

. 

Now suppose that we change the system somewhat and consider the new system  

           x1 +  x2 = 5  

  x1 -  x2 = 1.0001 

 

This modified system has the solution  

  

3.00005
.

1.99995

è ø
é ù
ê ú

 

We see that a change of 10
-4

 in one coefficient has caused a change of less than 10
-4

 in each 

coordinate of the new solution. More generally,  the system  

 
x1 +  x2 = 5  

 x1 -  x2 = 1+h 

has the solution  

                
3

2

2
2

h

h

è ø
+é ù

é ù
é ù-
é ùê ú

 . 

Hence small changes in b introduce small changes in the solution . Of course, we are 

really interested in relative changes since a change in the solution of , say , 10. is considered 

large if the original solution is of the order 10
-2

 , but small if the original solution is of the order 

10
6
 . 

We use the notation ŭb to denote the vector b
'
 ï b , where b is the vector in the original system 

and b
'
 is the vector in the modified system . Thus we have : 

  
5 5 0

b
1 h 1 h

d
è ø è ø è ø
= - =é ù é ù é ù+ê ú ê ú ê ú

 

We now define the relative change in b to be the scalar /b bd  , where .  denotes the 

standard norm on C
n
 or R

n
 ; that is , , .b b b= < > Most of what follows, however, is true for 

any norm. Similar definitions hold for the relative change in x.  
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In this example :  

26

b h

b

d
=  and  

( )

( )

3 2 3

2 2 2

3 26

2

h

hx h

x

+è øè ø
-é ùé ù- ê úê ú

= =
è ø
é ù
ê ú

d  

Thus the relative change in x equals, coincidentally, the relative change in b; so the system is 

well-conditioned.  

Example 2 

Consider the system  

 x1 +                       x2 = 3 

 x1 +  1.00001 x2 = 3.00001 ,  

  which has  2

1

è ø
é ù
ê ú

 

as its solution . The solution to the related system  

 x1 +                       x2 = 3 

 x1 +  1.00001 x2 = 3.00001 + h 

is  

  
( )
( )

5

5

2 10

1 10

h

h

è ø-
é ù
+é ùê ú

 

Hence,  

 

( )
( )

5

5

2 10 2

1 10 1

2

1

h

hx

x

d

è ø- è ø
-é ùé ù+é ùê úê ú

=
è ø
é ù
ê ú

 

                
5 410 2 5 10 ,h h= ²  
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While             

          
ᴁ ᴁ

ᴁᴁ
ḙ
ᴁᴁ

Ѝ
   

Thus the relative change in x is at least 10
4
 times the relative change  in b! This system is very 

ill -conditioned . Observe that the lines defined by the two equations are nearly coincident. So a 

small change in either line could greatly alter the point of intersection, that is , the solution to the 

system. 

To apply the full strength of the theory of self-adjoint matrices to the study of conditioning, we 

need the notion of the norm of a matrix .  

Definition 3 : (2) 

An n  Ĭ n real or complex matrix A is self-adjoint (Hermitian) if A = A
*
 

(i.e.,  such that ( )ij jiA A=  for all i , j) . 

Definition 4 :  (3) 

Let A be a complex ( 0r real ) n Ĭ n matrix. Define the Euclidean norm of A by  

0

,max
x

Ax
A

x¸

=  

where nx CÍ   or  nx RÍ  . 

Intuitively, A  represents the maximum magnification of a vector by the matrix A. The 

question of whether or not this maximum exists, as well as the problem of how to compute it, 

can be answered by the use of the so-colled Rayleigh quotient. 

Definition 5  : (2) 

Let B be an n  Ĭ n self- adjoint matrix. The Rayleigh quotient for 0x ¸ is defined to be the scalar 
2

( ) . /R x Bx x x=< >  .  

The following result characterizes the extreme values of the Rayleigh quotient of a self-adjoint 

matrix. 

Theorem 1 :  (1) 

For a self-adjoint matrix ( )nxnB M FÍ , we have that 
0

max ( )
x

R x
¸

is the largest eigenvalue of B 

and 
0

min ( )
x

R x
¸

is the smallest eigenvalue of B. 
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Remark 1 

Let T be a linear operator on a vector space V. A nonzero vector v VÍ is called an eigenvector 

of T if there exist a scalar l such that ( )T v v=l. The scalar l is called eigenvalue 

corresponding to the eigenvector v. 

Corollary 1: (1)  

For any square matrix A, A  is finite and , in fact, equals l where l is the largest 

eigenvalue of A*A. 

Lemma 1 : (1) 

For any square matrix A, l is an eigenvalue of A*A if and only if  l is an eigenvalue of 

AA*.  

Corollary 2 : (1) 

Let A be an invertible matrix . Then 1 1A- = l , where l is the smallest eigenvalue of 

A*A.  

For many applications, it is only the largest and smallest eigenvalues that are of interest. 

For example, in the case of vibration problems, the smallest eigenvalue  represents the lowest 

frequency at which vibrations can occur. 

We see the role of both of these eigenvalues in our study of conditioning. 

Example 3   

Let  

ù
ù
ù

ú

ø

é
é
é

ê

è

-=

110

011

101

A  

Then  

ù
ù
ù

ú

ø

é
é
é

ê

è

-

ù
ù
ù

ú

ø

é
é
é

ê

è -

=*=

110

011

101

101

110

011

AAB   

            = 

ù
ù
ù

ú

ø

é
é
é

ê

è

-

-

211

121

112
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The eigen values of B are found as follows : 

We solve  the equation: 

Det ( B- tI3) = 0  

ù
ù
ù

ú

ø

é
é
é

ê

è

-

ù
ù
ù

ú

ø

é
é
é

ê

è

-

-

=-

t

t

t

tIB

00

00

00

211

121

112

3  

             

ù
ù
ù

ú

ø

é
é
é

ê

è

--

--

--

=

t

t

t

211

121

112

 

t

t

t

tIB

-

--

--

=-

211

121

112

)det( 3  

= ( 2-t) (4-4t+t
2
) ï 6+3t-2 

= 8 ï 8t + 2t
2
 ï 4t + 4t

2
 ït

3
 -6 + 3t -2  

= -t
3
+ 6t

2
 ï 9t  

= t [-t
2
+ 6t ï 9] 

Det( B- tI3 ) = 0 , then  

   t[t
2
-6t + 9 ] = 0 

Hence,  

t = 0   ,  t
2
 ï 6 t + 9 = 0  

t= 0        (t-3 )
2
  = 0  

The eigen values of B are 3 , 3 and 0  

Therefore  

x

AX
A

x
max

0̧

=  for any 0̧

ù
ù
ù

ú

ø

é
é
é

ê

è

=

c

b

a

x  

Then , by corollary 3=A  
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We may compute R(x) for the matrix B as 
2

,
( )

Bx x
R x

x

< >
=  

ù
ù
ù

ú

ø

é
é
é

ê

è

ù
ù
ù

ú

ø

é
é
é

ê

è

-

-

=

c

b

a

Bx

211

121

112

 

ù
ù
ù

ú

ø

é
é
é

ê

è

++

++-

+-

=

cba

cba

cba

2

2

2

 

 

, (2 ) ( 2 ) ( 2 )Bx x a a b c b a b c c a b c< >= - + + - + + + + + 

              
222 2_2 ccbcabcabbaacaba ++++-+-=  

              
2 2 22 2 2 2 2 2a b c ac bc ba= + + + + -  

     
2222

cbax ++=  

2 2 2

2 2 2 2

, 2( )
( ) 3

Bx x a b c ab ac bc
R x

a b cx

< > + + - + +
= = ¢

+ +
 

 

 

Definition  6 :  (1) 

The number 1.A A-  is called the condition number of A and is denoted cond (A). 

 

Theorem 2 : (1) 

For the system Ax= b , where A is invertible and 0b¸ the following statement are true . 

(a) For any norm .  ,  we have  
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1

( )
( )

b x b
cond A

cond A b x b

d d d
¢ ¢  

(b) If . is the Euclidean norm, then cond 
1( ) / nA = l l , where  1l and nl  are the largest 

and smallest eigenvalues , respectively ,  of  A
*
A .

 

Proof: 

For a given bd , let xd are the vector that satisfies 

ὃὼ ὼ ὦ  ὦ

ὃὼ ὃὼ ὦ  ὦ

ὃὼ  ὦ                                                  (1)

ὃ ὃὼ ὃ  ὦ

ŭὼ ὃ  ὦ                                              (2)

 

a) (i) b Ax A x= ¢  , so we get 

 

ρ

ᴁÂᴁ

ρ

ᴁ!ᴁ ᴁØᴁ
 

  

ᴁᴁ
  

ᴁᴁ

ᴁᴁ
    

 

Now , from (2) we get 

1 1( )x A b A bd d d- -= ¢  

ᴁὼᴁ

ᴁØᴁ
  
ᴁ!ᴁ

ᴁÂᴁ
 Ȣᴁ! ᴁ ᴁɿÂᴁ  ᴁὃᴁ ᴁὃ ᴁ 

ᴁὦᴁ

ᴁὦᴁ
ὧέὲὨ ὃ 

ᴁὦᴁ

ᴁὦᴁ
 

(ii)  x = Ab , then         

1 1 1x A A b A b- - -= ¢  

Hence , 
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ρ

ᴁØᴁ
 

ρ

ᴁ! ᴁ ᴁÂᴁ
 

 

ρ

ᴁ! ᴁᴁÂᴁ
  

ρ

ᴁØᴁ
 

Now , from (1) , we get  

b A bd d¢  

Hence , 

ᴁ ᴁ

ᴁ ᴁ ᴁᴁ
 
ᴁᴁ ᴁ ᴁ

ᴁᴁ
            

So  we get 

ρ

ᴁ!ᴁᴁ! ᴁ
 
ᴁɿÂᴁ

ᴁÂᴁ
  
ᴁɿØᴁ

ᴁØᴁ
 

 

Hence , 

ρ

ÃÏÎÄ !
 
ᴁɿÂᴁ

ᴁÂᴁ
  
ᴁɿØᴁ

ᴁØᴁ
 

 

(b) From corollary 3.1 and corollary we have 
1

1

1
,

n

A A-= =l
l

 where 1l and nl are 

the smallest and largest eigenvalues, respectively of A*A . 

Then 
1 1( ) .

n

cond A A A
l

l

-= = . 

Conclusion : 

The solution of linear equations  is  of great  importance in linear algebraic  science .So 

we used  Rayleigh Quotient  to solve the linear  equations of the form Ax = b , where A is a m×n  

matrix and  b  is a  m × 1 vector . 
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Abstract 

     This paper makes a psycholinguistic approach to observe and analyze  why the Arab learners 

of English language commit errors in pronunciation and grammar. It also presents the 

suggestions.       

     First, it phonologically analyzes the English phonotactics in the English of Arab learners of 

English as a foreign language to determine the types of pronunciation difficulties they encounter. 

More specifically, it investigates the types of declusterization processes found in their 

interlingual communication and the sources of such processes. The results of this study 

demonstrate that Arab learners of English unintentionally insert an anapestic vowel in the onset 

as well as in the coda of certain English syllables. Results also show that the major reason for 

declusterization processes is the mother tongue influence.  

    In order to overcome such difficulties, this paper suggests a new approach for teaching and 

learning English language syllable structure system. 

  Secondly, it focuses on the errors committed in grammar by analyzing it psycholinguistically. 

 

Objectives And Methodology  

 

This study aims at:  

1. Identifying ,classifying, and  analyzing  errors  of  insertion made by Arab learners of 

English in the area of pronunciation, 

2. Finding out the possible sources of these errors, and 

3. Suggesting teaching procedures that help teachers and students overcome the areas of 

difficulty. 
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-Methodology: 

                 This study follows a psycholinguistic approach to analyse  the errors and mistakes 

committed  by Arab learners of English language in pronunciation and grammar. 

 

      -  Participants of the  study : 

This study is conducted by observing the performance of  B.A. Ist and IInd year English 

language learners in the College of Arts and Sciences  Kasr Al-Khiyar ,Al-Margib University . 

These students were scrutinized for committing errors in pronunciation and grammar specific to 

Arab students .   

INTRODUCTION  

     The ultimate goal of most foreign language learners is to attain native like fluency. They want 

to be indistinguishable from native speakers. However, for many learners, this dream has 

remained a dream and has not come true especially in the area of pronunciation as native 

speakers usually identify them as non-native speakers because of their accent. A large number of 

foreign language learners believe that the main difficulty they encounter when speaking the 

foreign language is pronunciation and consider this difficulty as the main source for their 

communication problems  (Altaha, F 1995: 34 ). 

English occupies a high status among world international languages, as it has become the 

language of diplomacy, trade, communication, technology and business. Thus, learning English 

provides the person with an advantage as an active participant in todayôs world, opening new 

horizons to a better future  ( Cook, V.J. 1992: 140). 

English as an international language has been taught in almost all countries in the world. In 

Libya English is a foreign language which is a compulsory subject to be taught in all schools 

from lower secondary to upper secondary schools to under-graduate students in universities 

;even in  elementary schools. However, we have seen that the proficiency in English of 

secondary school graduates still creates disappointment among teachers themselves as well as 

parents. The unsatisfying quality of English in Arab countries of course is related to different 

variables. 

we have tried to shed light on some of these variables here .That is to say, the causes behind 

the errors committed in pronunciation and grammar in English language by the Arab learners. 

The importance of investigating pronunciation and grammar difficulties stems from the fact 

that, it stands as an obstacle in communication. However, it is necessary, in this research, to find 

out why the aforesaid learners face difficulty in the acquisition of the phonological system and 

grammatical structure of any non-native language (English). 
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1.ERRORS IN PRONUNCIATION AND ITS CAUSES 

    Errors in pronunciation of any non-native speaker of any language is mostly impeded by the 

influence of mother tongue .However, the Arabic and English phonological systems vary 

extensively, not only in the range of sounds used, but also in the relative importance of vowels 

and consonants in expressing meaning. While English has 22 vowels and diphthongs to 24 

consonants, Arabic has only eight vowels and diphthongs to 32 consonants.     

 

 

1.1 Consonant Clusters 

    English has far more consonant clusters than Arabic.Some initial two-segment clusters which 

Arabic does not have corresponding equivalents to, include: pr, pl, gr, thr, thw, sp. The three-

segment initial consonant clusters are entirely absent in Arabic, e.g., clusters such as spr, skr, str, 

spl. Faced with the challenge of such consonant clusters, Arabic speakers often insert short 

vowels in order to "assist" pronunciation in the following manner: 

 

'perice' or 'pirice' for  price 

'ispring'                         or                          'sipring'                          for                          spring 
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The range of consonant clusters appearing at the end of words is also much smaller in Arabic. In 

dramatic contrast to English, which has 78 three-segment clusters and fourteen four-segment 

clusters occurring at the end of words, Arabic has none. Again, faced with such terminal clusters, 

Arabic speakers tend to insert short vowels to assist pronunciation: 

'arrangid'        for           arranged 

'monthiz'         for           months 

'nexist'             for            next                                                                                                   

ósikasô              for            six                                                                                                 

ólookasô            for            looks 

 

1.2 Insertion of /ὤ/ in the onset 

 

In all the following English monosyllabic words, the onset consists of three consonants; 

actually, such combinations pose difficulties for Arab learners of English as their native dialect 

does not allow clusters of the type CCC initially. As a result, they insert the high front short 

vowel /ὤ/ which declusterizes the clusters to ease their pronunciation. What can be inferred here 

is that insertion is a rule governed process as all participants insert the above vowel after the first 

member of the consonant cluster. 

1.      /sұblaӊ/ splash 

2.      /sұblұ:n/ spleen 

3.      /sұkrұ:n/ screen 

4.      /sұbraұt/ sprite 

5.      /sұtreұn/ strain 

6.      /sұkrap/ scrap 

7.      /sұtreұt/ straight 

8.      /sұpreұ/ spray 

Teachers often encounter examples of such pronunciations, which also can carry over into the 

spelling of such English words by students whose mother tongue is Arabic. 

1.3 Influence of English Spelling on Pronunciation 

While there are no similarities between the Arabic and English writing systems, Arabic 

spelling within its own system is simple and virtually phonetic. Letters stand directly for their 
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sounds. Arabic speakers attempt, therefore, to pronounce English words using the same phonetic 

methodology. Add to this the salience of consonants in Arabic and you get severe pronunciation 

problems caused by the influence of the written form: 

'istobbid' for stopped (the 'p' sound does not exist in Arabic) 

'forigen' for foreign. 

1.4 Rhythm and Stress 

Arabic speakers can have problems grasping the unpredictable nature of English word stress 

since Arabic is a stress-timed language. In stark contrast with English, word stress in Arabic is 

predictable and regular. The idea that stress can alter meaning, as in con'vict (verb) and 'convict 

(noun) is utterly foreign. Arabic words that are spelled identically often appear, and mean 

completely different things, but will have dissimilar short vowels which count as sounds and 

change the meaning altogether.  

Phrase and sentence rhythms are similar in both Arabic and English languages, and cause few 

problems. Primary stresses occur more frequently in Arabic while unstressed syllables are 

pronounced more clearly. As with English, the unstressed syllable has neutral vowels, but such 

vowels are not 'swallowed' as in English. Arabs reading English often avoid contracted forms 

and elisions, and read with a rather heavy staccato rhythm. 

1.5 Intonation 

  Intonation patterns in Arabic are similar to English in contour and meaning. However, 

Arabic speakers use rising tones rather than structural markers to denote questions, suggestions 

and offers far more frequently than English-speakers, and this practice is often carried over into 

the spoken English of Arabic speakers. 

When reading aloud however, as opposed to talking, the Arabic speaker tends to intone or 

chant, reducing intonation to a low fall at the ends of phrases and sentences. Speech making, 

news reading and religious recitation are all quite different in rhythm and intonation from normal 

speech. Consequently, Arabic speakers called on to read aloud in front of a group may produce a 

very unnatural recitation because they see the process of formal reading as distinct from 

everyday speech. 

In their attempt to identify problems that encounter Arab students of English at initial stages, 

Kharma & Hajjaj (1989) present four major areas of difficulty. As far as consonants are 

concerned, they presented two problematic issues. First, certain pairs are confused by learners 

such as /ᾣ/ and /ώ/ as in chair and share ; /v/ and /f/ as in fast and vast; /dᾎ/ and /ᾎ/ as in /dᾎὄ:/ jar 

and /ᾎὄ:/ jar; /p/ and /b/ as in pin and bin; /Ǽ/ and /n/ as in /sὤǼ/ sing and /sὤng/ sing; /s/ and /ɗ/ as 

in sin and thin. Second, learners insert a short vowel to break down the long consonant clusters 

to pronounce them as in /sὤprὤǼ/ for spring; /wὤώὤd/ for wished; /ὄ:skὤd/ for asked (Kharma & 

Hajjaj, 1989: 14). In vowels, two types of difficulty are identified. First, certain diphthongs are 

replaced by other sounds due to L1 interference for example, /eᴅ/ Ÿ/eὤ/; /ᾆᴅ/ Ÿ /u:/;/ὤᴅ/ Ÿ /ὤ:/; 
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and /ᴅᾆ/Ÿ /Ὁ:/. Second, the distinction between certain pairs of vowels as in /ὤ/ and /e/ as in sit 

and set; /ᾈ/ and /ὅ/ as in luck and lock; /ᴅᾆ/ and /Ὁ:/ as in coat and caught (Kharma & Hajjaj, 

1989, p. 16). 

 

Analyzing the pronunciation errors experienced by five Saudi learners of English as a second 

language, Binturki (2008) investigates the difficulties in producing the voiceless bilabial stop /p/, 

the voiced labiodental fricative /v/ , and the alveolar approximant // especially what word 

environments are most difficult for participants. His results show that participants have difficulty 

with the three-targeted consonants, but the greatest is with /v/. The study also finds that difficulty 

is closely related to certain word positions, so all the three sounds are used more accurately when 

occurring in word initial position than in word final position. 

 

Tushyeh (1996) investigates errors committed by Arab learners of English at various 

linguistic levels. At the phonological level, participants have a difficulty in distinguishing the 

following pairs: /p/ and /b/, /f/ and /v/, and /ὤ/ and /e/. 

 

Wahba (1998) focuses his study on problems encountered by Egyptian learners of English as 

a second language and concludes that certain phonological errors made are related to stress and 

intonation. These errors are interlingual ones; attributed to phonological differences between the 

sound systems of English and Arabic. 

 

In order to see the influence of ones L1 on the acquisition of the L2 pronunciation, Barros 

(2003) identifies and analyzes the difficulties encountered by Arabic speakers when pronouncing 

English consonants. The participants were a group of Arabic speakers came from different Arab 

countries with different colloquial Arabic backgrounds. All participants were in contact with the 

target language group and culture after the age of puberty for at least four years. The results 

show that eight English consonants, namely, /Ǽ/, /p/, /v/, /d/, /l/, /ᾠ/, //, and /r/ are identified as 

problematic ones for Arabic speakers. The author also finds that interference of L1 seems to be 

the major factor contributing to pronunciation problems that might differ from one Arabic 

speaker to another, depending on the colloquial variety of Arabic they use. 

 

1.6 Syllable Structures in Modern Standard Arabic(MSA):  

It is necessary to have a quick look at the syllable structures in Modern Standard Arabic 

(MSA) and in English language. 

In MSA, the syllable structure may be expressed by the following formula: CV(V)(C)(C). 

Therefore, the following syllable types are admissible: 
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a.       CV 

b.      CVV 

c.       CVC 

d.      CVVC 

e.       CVCC 

f.       CVVCC 

 

There is some difference between MSA syllable structure and that of the participants(Jordan) 

Ammani dialect of Arabic; for example, the syllable CVVCC does not exist in Ammani Arabic 

while CVCC is not a common one. Another syllable structure, namely, CCVC is found in 

Ammani Arabic but not in MSA. 

English syllable may be expressed by the formula: (C)(C)(C)V(C)(C)(C)(C). The following 

syllables exist in English: 

a.       V 

b.      CV 

c.       VC 

d.      CVC 

e.       CCV 

f.       VCC 

g.       CCVC 

h.      CCVCC 

i.        CCCV 

j.        CCCVCC 

k.      CCCVCCC 

l.        CVCCCC 

  

The errors found in this study fall under three types namely, (i) insertion, (ii) substitution and 

(iii) deletion. As far as the declusterization process is concerned, attention is paid only to the 
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insertion type .Therefore, substitution and deletion types are not tackled in this study. As 

mentioned above, learners native language interference is indispensible. 

As evident from the above syllable structures, the systems are different. Many English 

syllables are predicted to be difficult for Arab learners since they do not exist in Arabic 

language. In Arabic language, onset is an obligatory element in the structure of any syllable and 

it should be always C which means that no word is allowed to begin with a vowel sound. In other 

words, no two consonants are allowed to meet in the beginning of any word without being 

separated by a  

vowel. The coda of the syllable is optional in the above structures since some syllable types 

are open (i. e. ending in a vowel). So the coda can be zero, one or two consonants but not more. 

Hence these given causes are enough to justify their errors and difficulties to gain proficiency 

in English language pronunciation. 

 

2-ERRORS IN GRAMMAR AND THEIR  CAUSES  

   The grammatical structure of Arabic, a Semitic language, is very different from that of Indo-

European languages such as English. These great differences must be borne in mind while 

teaching to the Arabic speakers. 

    The basis of the Arabic language is the three-consonant root. A notion such as writing, 

cooking, or eating is represented by three consonants in a particular order. All verb forms, nouns, 

adjectives, participles, etc. are then formed by putting these three-root consonants into fixed 

vowel patterns, modified sometimes by simple prefixes and suffixes. 

Example #1 

Root /k/ /t/ /b/ (=writing) 

A person who does this for a living katib (= a writer) 

Passive participle maktoob (= written) 

Present tense                              yaktubu           (= he writes) 

Example #2 

Root /j/ /r/ /h/ (= wounding or cutting) 

A person who does this for a living is" jarraah" (= a surgeon) 

Passive participle majrooh (= wounded or a battle casualty) 

Present tense yajruhu (= he wounds him)  

There are over 50 such patterns. While not all forms are found for each root, the three-consonant 

root is the structural basis of the language. 



   
 
 
 
 

 
  

  

Journal of Humanitarian, Scientific and Social Sciences                                                                            

Elmergib University ï Faculty of Arts and Sciences Kasr Khiar                                                                       

4
th

  Issue December 2017 

42 

  It follows that Arabic speakers have great difficulty in grasping the confusing range of patterns 

for all words in English; that nouns, verbs, and adjectives follow no regular patterns to 

distinguish one from another, and may, indeed, have the same orthographic form. Such 

regularities of morphology as English has, particularly, in the area of affixes, will be readily 

grasped by Arabic speakers, e.g. -ing, -able, un-, etc. 

2.1 Word Order 

In formal written Arabic, the verb comes first followed by the subject. This convention is 

followed more in writing than in speech, and may transpose to English writing: 

e.g. Decided the minister yesterday to visit the school. 

 

2.2 Questions and Negatives; Auxiliaries 

The auxiliary "do" has no equivalent in Arabic. Where no specific question word is used, a 

question is marked only by its rising intonation: 

e.g.   -You went to London? 

 

        -You like coffee? 

Note that the Arabic for "where?" is ( "Ayna " which is often confused with dialect "wayn?", 

"when". 

Negatives are formed by putting a particle (laa or maa) before the verb: 

e.g. He not play football. 

 

2.3 The Verb to Be  

    There is no verb "to be" in Arabic in the present tense. The copula (am, is, are) is not 

expressed. It is therefore, commonly omitted in English by Arabic speakers, particularly in 

present progressive forms: 

e.g. He teacher. 

       The boy tall. 

      He  going to school. 
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2.4 Pronouns 

   Arabic verb forms incorporate the personal pronouns, subject and object, as prefixes and 

suffixes. It is common to have them repeated in English as part of the verb: 

e.g. John he works there. 

 

2.5 Articles 

   There is no indefinite article in Arabic, and the definite article has a range of use different from 

English. The indefinite article causes particular problems as it is commonly omitted with 

singular and plural countables: 

e.g.   - This is book   or   This book     (    for  - This is a book   ) 

 

         -  He  was  soldier 

  When the English indefinite article has been learned by the Arabic speaker, it tends to be used 

wherever the definite article is not used: 

e.g.   -   There are a books.                         

         -  I want a rice. 

There is a definite article form in Arabic, though it takes the form of a prefix (al-). It is used, 

as in English, to refer back to indefinite nouns previously mentioned, and also for unique 

reference (the sun, on the floor, etc.) 

The most common problem with the definite article arises from interference from the Arabic 

genitive construction: 

English      

Arabic 

 

John's book. (or The book of John.) Book John. 

A man's work. (or The work of a man.) Work man. 

The teacher's car. (or The car of the teacher.)  Car the teacher. 

Most errors of word order and use of articles in genitive constructions are interference of this 

kind: 
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e.g.  -  This is the book the teacher.  

        - This is the key door. 

 It follows that Arabic speakers have great difficulties with the Saxon genitive construction. 

 The special cases, in which English omits the article, e.g. in bed, at dawn, on Thursday, for 

breakfast, etc. usually take the definite article in Arabic: 

e.g.     -  At the sunset we broke our fast. 

         - What would you like for the breakfast? 

 All days of the week, some months in the Muslim calendar, and many names of towns, cities 

and countries include the definite article in Arabic, which is often translated, appropriately or 

not: 

e.g.  - We lived in the Cairo. 

        - We had a flat in the Khartoum. 

        - On Monday we went to Cardiff. 

 

2.6 Adjectives and Adverbs 

  Adjectives follow nouns in Arabic and agree in gender and number. This may cause beginners 

to make mistakes: 

e.g. -  He is man tall. (for He is a tall man.) 

  Adverbs are used less commonly in Arabic than in English and, except for adverbs of time; do 

not have a fixed pattern. Adverbs of manner are often expressed in a phrase: quickly is expressed 

"with speed", and dangerously as "in a dangerous way." There is frequent confusion between the 

adjective and adverb forms in English, and the adjective form is usually overused: 

e.g.  - He drives very dangerous.  

2.7 Prepositions and Particles 

Arabic has a wealth of fixed prepositions and particles, with both verbs and adjectives. Many of 

these do not coincide with their direct English translations: 

e.g.      to arrive to 



   
 
 
 
 

 
  

  

Journal of Humanitarian, Scientific and Social Sciences                                                                            

Elmergib University ï Faculty of Arts and Sciences Kasr Khiar                                                                       

4
th

  Issue December 2017 

45 

            to be short of 

           afraid  from 

           angry on 

           near from  

          an expert by 

Some prepositions have verbal force: 

· "On" expresses obligation: 

e.g. It is on me that I pay him. 

   "To" and "for" express possession: 

e.g. This book is to me / for me.   (for This book is mine.) 

· "With" expresses present possession: 

e.g. With me my camera. (for I have my camera with me.) 

· "For" expresses purpose: 

e.g. I went home for (I) get my book.   (for I went home to get my book.) 

2.8 The Active and Passive Voices 

There are active and passive forms for all tenses in Arabic, but they are virtually identical, 

differing only in the (unwritten) short vowel. A passive verb in a text is therefore only 

recognizable as such from its context. The passive voice is used far less frequently used in 

Arabic writing than in English, and hardly at all in everyday speech. Thus while the concepts of 

active and passive will readily be understood, the uses and forms of the passive cause problems. 

 

2.9 Vocabulary 

The acquisition of vocabulary is particularly difficult for Arab learners of English. Only a 

minimal number of words in English are borrowed from Arabic. A small range of mainly 

technical words, such as computer, radar, helicopter, and television, have been taken into Arabic, 

but these are common to most languages. Arabic speakers have very few aids to reading and 

listening comprehension by virtue of their first language, and they should not be expected to 

acquire English at anything like the same pace as European learners. 
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2.10 -Writing System (Orthography and Punctuation) 

    Arabic orthography is a cursive system, running from right to left. Only consonants and long 

vowels are written. There is no upper and lower case distinction, nor can the isolated forms of 

letters normally be juxtaposed to form words. 

 

Arabic speakers must, hence, learn an entirely new alphabet for English, including a capital letter 

system; and then master its rather unconventional spelling patterns. All aspects of writing in 

English cause major problems for Arabic speakers, and they should not be expected to cope with 

reading or writing at the same level or pace as European students who are at a similar level of 

proficiency in oral English. 

A Writing Sample 
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1. In the name of Allah, the Beneficent, the Merciful. 

2. Praise be to Allah, the Lord of the Worlds.  

3. The Beneficent, the Merciful.  

4. Master of the Day of Judgment.  

5. Thee (alone) do we worship, and Thee (alone) we ask for help.  

6. Show us the straight path.  

7. The path of those whom Thou hast favored; not (the path) of those who earn Thy anger nor of 

those who go astray.                                         

Opening sura (chapter) of the Qur'an                             

2.11 Punctuation 

  Arabic punctuation is now similar to western style punctuation, though some of the symbols are 

inverted or reversed, e.g. a reversed question mark and comma. The use of full stops and 

commas is much freer than in English, and it is common to begin each new sentence with And or 

So. Connected writing in English tends therefore to contain long, loose sentences, linked by 

commas and "ands." 

 

3.SOURCES OF DIFFICULTY   

The source of any error in language learning can be overgeneralization, omission - as a 

learning strategy, spelling-to-sound rules, stage of development or learners mother tongue 

interference. What is relevant to this study is (i) interference and (ii) stage of development. They 

are discussed below. 

  

a) Interference 

Learners of any language, whether L1 or L2, form hypotheses about the rules of the language 

they are learning. In L2 situation, they sometimes rely on their L1 background to form such 

hypotheses that will result in a successful or erroneous structure, depending on the feature or rule 

being transferred. As far as the English syllable structure is concerned, it is clear that certain 

English syllable types do not exist in Arabic and they pose difficulties for Arab learners in 

different ways. When looking at the structure of the English permitted onsets, one finds that the 

combinations: CC and CCC are going to be problematic ones for Arab learners of English in 

general. CC- does not pose any difficulty for these learners in particular as it is used in their 

colloquial variety of Arabic. English permitted codas are more problematic ones than onsets as 

the number of consonant members is relatively high. The following combinations are predicted 

to form difficulties for learners: CCC and CCCC. It is believed that vowels drag words, that is to 

say, without vowels it is difficult to produce a string of consonants, as it is difficult for any 

speaker to move from one place of articulation to another where the articulators are very close to 

each other, if not in contact. When having the required practice and experience, one will 

overcome such difficulties. Learners without such experience tend to break down the long 

combinations by inserting a short vowel somewhere within the cluster to declusterize it. This 
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declusterization splits the syllable into two syllables that ultimately makes the word easy to 

pronounce. Declusterization can be attributed to mother tongue negative influence, interference. 

     The interference of Arabic grammatical structure in English writing is quite normal, as 

grammatical structure of Arabic, a Semitic language, is very different from that of other Indo-

European languages such as English. Arabic language is based on three-consonant root system. 

All verb forms, nouns, adjectives, participles, etc. are then formed by putting these three-root 

consonants into fixed vowel patterns, modified sometimes by simple prefixes and suffixes. Not 

only the irregular patterns of nouns, verbs and adjectives in English confuse the Arabic speakers 

also the word order ,questions ,negatives ,auxiliaries, verb  phrases, verb to-be , pronouns 

,articles,  adverbs, prepositions and particles, active and passive voice and ,vocabulary . 

 

b) Stage of Development 

Language acquisition does not take place at one time but through stages. The learner 

constructs a system of abstract linguistic rules, which underlies comprehension, and production 

of the target language; this system is equivalent neither to L2 nor to L1 and referred to as 

Interlingual communication. At each stage, the learner modifies his/her Interlingual 

communication by adding rules, deleting rules, or restructuring the whole system. Such 

modifications are based on the learnersô errors; and if the utterance is grammatical, there will be 

no need for any modification. Certain errors belong to beginning stages while others are found in 

other stages. Many errors produced by beginners are not found in the Interlingual 

communication of advanced learners, which means that learners need more time for certain 

features to master; a fact that reflects their stage of development in their Interlingual 

communication. One might attribute the pronunciation errors found in (1-20) to the participants 

stage of development. 

 

Conclusions And Suggestions 

As shown in this paper, it is evident that certain English syllables are difficult to learn for 

Arab learners of English. Although the literature suggested some pronunciation problems which 

were predictable regarding Arab learners of English in relation to some sounds, the main 

objective of this paper was to find out the causes that pose pronunciation and grammar 

difficulties for Arab learners and what makes them declusterize certain English clusters rather 

than others. 

As mentioned above, this paper aims at three main objectives. In relation to objective one, 

participants did make pronunciation errors in which they declusterize certain target language 

clusters by inserting an anaptyctic vowel in the onset of some syllables as well as in certain 

syllable codas. 

As far as the second objective is concerned, it is evident from the types of  grammatical 

errors made by the participants that the sources of such difficulties were interference of 

participants L1 as well as their stage of development. The former was more prominent than the 

latter. 
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The third objective was suggesting some teaching procedures that may help teachers as well 

as learners overcome pronunciation difficulties. The following procedures might be of great 

assistance when dealing with pronunciation problems related to consonant sequences: 

1.      Introducing syllable patterns of learnersô mother tongue, 

2.      Introducing short syllable patterns of English language first, 

3.      Introducing long syllable patterns of English language, 

4.      Making a comparison between the syllable patterns of both languages pinpointing the 

differences, and 

5.      Putting more emphasis on the foreign syllable patterns in order to eliminate the number 

of pre-edited errors. 

 

References 

 

Barros, A. M. (2003). Pronunciation difficulties in the consonant system experienced by Arabic 

speakers when learning English after the age of puberty, (Unpublished Master Dissertation), 

West Virginia University, Morgantown: USA. 

Al -Shuaibi, A. (2009). Phonological Analysis of English Phonotactics of Syllable Initial and 

Final Consonant Clusters by Yemeni Speakers of English. M.A. Dissertation. Language in 

India, 9 (11), 195-328. 

Altaha, F. (1995). Pronunciation errors made by Saudi university students learning English: 

Analysis and remedy. International Review of Applied Linguistics, 109, 110-123. 

Avery, P. & Ehrlich, S. (1992).Teaching American English pronunciation. Oxford, England: 

Oxford University Press 

Binturki, T. A. (2008). Analysis of pronunciation errors of Saudi ESL learners, (Unpublished 

Master Dissertation), Southern Illinois University at Carbondale, Carbondale, Illinois: USA. 

Bongaerts, T., Planken, B., & Schils, E. (1997). Age and ultimate attainment in the prouniciation 

of a foreign language. SLR, 19, 447-465. 

Chiswick, B. & Miller, P. (2007). The critical period hypothesis for language learning: What the 

2000 US census says. IZA Discussion Paper No. 2575. Available at SSRN: 

http://ssrn.com/abstract=961386 

Cook, V. J. (1992). Evidence for multi-competence. Language Learning, 42(4), 557-591. 

Eckman, F. (1977). Markedness and the contrastive analysis hypothesis. Language Learning, 

27, 315-330. 

Johnson, J. & Newport, E. (1989). Critical period effects in second language learning: The 

influence of maturational state on the acquisition of English as a second language. Cognitive 

Psychology 21(1), 60-99. 

Kharma, N. & Hajjaj, A.(1989). Errors in English among Arabic speakers: Analysis and 

remedy, London: Longman. 

Lenneberg, E. (1967). Biological foundations of language. New York: John Wiley & Sons. 

Miller, S. (2000). Looking at progress in a pronunciation class. TESOL Matters, 10(2). 



   
 
 
 
 

 
  

  

Journal of Humanitarian, Scientific and Social Sciences                                                                            

Elmergib University ï Faculty of Arts and Sciences Kasr Khiar                                                                       

4
th

  Issue December 2017 

50 

Morley, J. (1991). The pronunciation component in teaching English to speakers of other 

languages. TESOL Quarterly, 25(3), 481-520. 

Oldin, T. (1989). Language transfer: Cross-linguistic influence in language learning. 

Cambridge: Cambridge University Press. 

Tushyeh, H. (1996).  Linguistic problems facing  Arab learners of English. International Review 

of Applied Linguistics in Language Teaching, (1111-1112), (109-117). 

Wahba, E. (1998). Teaching pronunciation-why?, Language Teaching Forum, 36(3),3-32. 

 

 

 

  

  



   
 
 
 
 

 
  

  

Journal of Humanitarian, Scientific and Social Sciences                                                                            

Elmergib University ï Faculty of Arts and Sciences Kasr Khiar                                                                       

4
th

  Issue December 2017 

51 

COMPUTATION OF HYPERGEOMETRIC FUNCTIONS  

 

DAVID M LEWIS  
Department of Mathematics,  

University of Liverpool, the UK, 

D.M.Lewis@liverpool.ac.uk 
 

HISHAM ZAWAM RASHDI  
Department of Mathematics 

Faculty of Arts and Sciences,  

Elmergib University, Kasr Khiar,Libya,  

heshamalzowam@yahoo.com 
 

 

Abstract 

             This research explored some methods for computing the hypergeometric function which 

can in some cases be difficult to find quickly and accurately. It have found that some softwares, 

such as ,Maple  are of little use in such instances. So, in this case, this research highlights a 

method to compute a special case of the hypergeometric function which is 
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Keywords: hypergeometric function.  

Introduction  

          The calculations of the hypergeometric function qp F  of mathematical physics are often 

required in many branches of applied mathematics. Despite the importance of this topic, this is 

sometimes a very hard in practice. The main reason for this is that the function has the 

complicated structure which produces many interesting mathematical intricacies. The research 

will focus on computing one of commonly used hypergeometric functions which is 

),;;(=);;(11 zcazcaF F  which is also called Kummerôs function as discussed by Abramowitz and 

Stegun (1972) [1]. Then, It will define the saddle point of a contour integral because it will help 

to improve the method of solution. In the next section, the research discusses estimation the 

confluent hypergeometric function using saddle point. The Maple software will be used to 

compute this function. Therefore, the aim of this research is to find a quick and easy method in 

which we can calculate the values of this function which is a reliable for many different 

variables. We shall be especially concerned with the case when the magnitude of a  and z  are 

large, when special asymptotic formulas have to be developed.  
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1  Asymptotic expansion of integrals 

  

1.1  The confluent hypergeometric (Kummerôs function) 

 

There are many functions defined as special cases of the general confluent 

hypergeometric function );;(11 zbaF , including the incomplete gamma function, Modified Bessel 

functions and Laguerre polynomials as they are suggested by Abramowitz and Stegun (1972) 

[1]. The research shall be investigating the regular solution (at 0=z ) often denoted by 

),,( zbaM  (as opposed to ),,( zbaU  the irregular solution) of Kummerôs differential equation.  

 0.=)(
2

2

aw
dz

dw
zb

dz

wd
z +-+                                           (1) 

 Formally ),,( zbaM  is defined by 1 where ),,( zbaM  is given by  

 s

s

s

s

z
sb

a
zbaM

!)(

)(
=),,(

0=

ä
¤

 

 2+
+

+
++ 2

1)2!(

1)(
1= z

bb

aa
z

b

a
                                           (2) 

 where ba,  and ᾀɴ ᴇ ὦ πȟρȟςȟσȟȣȟὲ Ƞὲᶰᴓ  which is detailed in [1].  

The target of this research is not just to use the series 2, but also to find a method to 

compute this function using Maple without using the intrinsic function of Maple 

(hypergeomὥȟὦȟᾀ ȢThis special function in Maple can calculate the hypergeometric 

functions in some cases, but sometimes we find that the Maple routine is very slow. This is 

particularly true when ||a  or || z  are large compared to .||b  However, to begin research shall 

consider how ),,( zbaM  can be calculated directly using the series 2. This series is solved by 

writing code in Maple which calculates the value of the series from 0=s  to n  and termination 

occurs when Maple gets a very small relative error. 

 

1.2  Example 

Compute the hypergeometric function using the series 2 if we have:  

   (i).  166.0=,150= bIa  and Iz 1.1=   

   (ii).  166.0=,15000= bIa  and Iz 10000.1= . 

( I  means that the number is complex number).  
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where accurate to a relative error of 0.00000001=e  by: 

(a) Method of Series (Code A).  

(b) Using Mapleôs intrinsic function, and then compare the solution in both cases. 

First case(i): by the Code A, research has got that the value of the confluent 

hypergeometric function ]6301484840.0012224492014086[0.3690037= I-  where 12=n  

which means that it has taken 12 steps to find the solution with this relative error. By using the 

intrinsic function in Mapli. Hypergeom( [150I], [166.0], 1.1I ) = πȢσφωππσχωρωσφσρυ
πȢππρςςςττφςυχυπυυςὍȢ If we compare the two solutions, it is clearly that the relative error 

quite low which is equal just I11104.4 -³-  . 

In the second case (ii), the research had found that the solution can not be found by the 

series method because the condition 1
||

||||
²ù
ú

ø
é
ê

è ³

b

za
 has not been achieved in the code (Code A). 

While Maple have taken more than two minutes (exactly s132.63 ) to calculate the 

hypergeometric function. For this reason, research will find another method to compute the 

hypergeometric function.  

2  Saddle points and method steepest descent 

 Consider the following integral:  

 .)(=)( )( dxexgtI xit
b

a

f

ñ                                                   (3) 

 Here a  and ὦɴ ᴙ , ὥ ὦȟὸɴ ᴙȟὸ ρȟ and )(),( xxg f  are real valued ( )(xg  could be ᶰᴇ) 

functions with )(xg  defined as that ¤ñ <|)(| dxxg
b

a
 (basically the integral )(tI  will exist). 

Also, )(xg  does not contain an exponential term. What research need is a way of obtaining a 

quick and easy estimate for ),(tI  with an error term which declines quickly as t  gets large. This 

can be done using the Saddle Point Method of steepest descent, as discussed by Bender and 

Orszag (1999) [2].  

2.1  Saddle points 

 The first step is to replace x  by z  ᶰᴇ and consider )(tI  as a complex integral around 

some suitable complex contour .C   

 .)(=)( )( dzezgtI zit

C

f

ñ  

Now assume )(zf  is a well behaved multi-differentiable, analytic function of ᴇ. Applying 

Taylorôs Theorem about a point 0= zz  gives :  

 .)()(
2

)(
)()()(=)( 3

00

2

0
000 zzOz

zz
zzzzz -+¡¡

-
+¡-+ ffff             (4) 
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          A saddle point of a complex function )(zf  is a point 0= zz  where 0.=)( 0zf¡  Suppose 

0= zz  is saddle point. Then near 0= zz  use integral behaves like:  

       )(tI  
 

.)(
)]

0
(

2

2)
0

(
)

0
([

0

dzezg
z

zz
zit

nearz

ff ¡¡
-

+

ñ                                  (5) 

 The problem with our original integral:  

 dxexgtI xit
b

a

)()(=)( f

ñ  

     ( ) ,)()]([sin)]([cos= dxxgxtixt
b

a
ff +ñ                               (6) 

           is that as ¤t  the 
)(xite f  oscillates faster and faster but does not get any smaller. This 

means that we have to consider integrating over the whole interual to ],[ baxÍ  to estimate ).(tI  

If ],[ ba  is large, such as if ¤b  this will be a lengthy process, even for a computer. In the case 

),,[ ¤a  we also have to worry about how 0)( xg  as ¤b  to ensure the integral converges. 

This may happen quite slowly.  

The advantage of the saddle point (steepest descent method) is that it localizes the 

behaviour of the integral around 0= zz  (Bender and Orszag 1999)[2]. This makes the integral 

much easier to estimate. To do that we will consider:  

       )(tI  ,)( 
)

0
(

2

2)
0

(

0

)
0

(
dzezge

z
zzit

znear

zit ff ¡¡
-

ñ                               (7) 

 and assume 0>)( 0zf¡¡  (the case 0<)( 0zf¡¡  is easy to deal with change 
4

p
 to 

4

p-
 in what 

follows). To make things easier, assume ᾀᶰᴙ and let =1C  path in the complex plane (see 

figure 2.1) such that: ).,(,=)( 4
01 RRezzzC

i

-Í+Ý dd
p

  

 

 

Figure 2.1: The graph of real line and complex plane. 
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+ 

Clearly this path pases through 0= zz  when 0.=d  Along this path we have:  

             2
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 Therefore, the integral for 1C  will be:  
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 The function 2

)
0

(2 z
t

e

f
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-

 dies off very rapidly as ||d  gets large. This means that the dz
Cñ

1

 is 

localised to the area very close to .= 0zz  The path 4
0=

p

d
i

ezz +  is called Path of Steepest 

Descant, and along this path, the function 
)

0
(

2

2)
0

(
z

zzit

e
f¡¡

-

 dies off most rapidly. Such steepest 

descent paths are always associated with saddle points. So, the integral )(tI  along 1C  is given by  
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 This is because we have the fact which is:  
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 Provided )/2]([ 0ztf¡¡  is large, the series 10 will consist initially of rapidly decreasing terms the 

value of N  is used to truncate the series when the terms start to increase. Hence, to first order 

the integral 9 along 1C  will be  

 
)/2(
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)]
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(
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f

pf
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¡¡

+

;                                        (12) 

  

2.2  Contour Integrals 

 The integral 3 can be solved by using the saddle point, as stated in [2, 3]. This will be 

done by forming the path of integration as in the figure 2.2.  

 

 

 

Figure 2.2: Contour of integration in equation 14. 

   

   

Assuming the function )(zg  has no singularities, we can invoke Cauchyôs Theorem. Thus:  

                         0.=
321
ññññ ---
CCC

b

a
                               (13) 

 Therefore:  
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       Typically the integrals 2C  and 3C  are smaller than the integral along 1C  because they do not 

pass through any saddle points of ).(zf  In which case  

ñ2C
and ñ3C

ͯ   compared to ñ
1
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ͯ
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2.3  Example 

Suppose one has the integral  

 20,10,100,100=for
12

)22(
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0
tdx

x

e xxit
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ñ  

          Here xxx 2=)( 2-f , and 
1

1
=)(

2+x
xg  which is well behaved, and dies off sufficiently 

rapidly for this integral to exist. So this integral will be estimated by using the saddle point 

method.  

 22=)(2=)( 2 -¡Ý- xxxxx ff  

 1=0=22 xx Ý-Ý  

 point saddle  theis1=0zÝ  

 2=)( 0zf¡¡Ý  

 So near 1=0z  using Taylorôs Theorem 4 gives .1)(1=)( 2-+- zzf  Set up a steepest descent 

path 4
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p
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 Finally, the result for the integral )(tI  will be  

           .
2

)(
4

t

e
tI

i
it

p

p
+-

º                                         (16) 

           Now the result 16 will be used to compute the hypergeometric function 2 from 10=t  to 

40. The Maple has used to compute the result 16 to find the relative error in the approximation 

from 10=t  to 40 between the result 16 and the solution by integration directly in .Maple  In 

this case, Maple has found the integration hard and had taken a long time to compute it when t  

got large. On the other hand, with the result 16, Maple has computed the integral much faster, as 

will be shown. If we run the code B in ,Maple  we will get the result as in the table 1 which 

shows some values from that result. Note that T  means calculate the time difference between the 

time for the first solution by the result 16 and the time for the second solution by the integration 

directory in ,Maple  and e is the percentage of error between the two solutions.  

There are some special cases that have gotten in the table 1. For example, the biggest 

relative error was when 11.=t  Then, the percent of error decreased step by step until 25=t  

where in this value of ,t  Maple has taken the biggest time to compute the the hypergeometric 

function ).11.123=( sT  Suddenly, Maple can not compute the hypergeometric function when 

ὸ ςφȟςχ and 28 (where the result 14 has computed these values very fast). Therefore, some 

testes have made for these values to make Maple computing them as shown in the code B. In 

another case, the smallest relative error was when 29.=t  After that, Maple continues to 

compute the values until 40.=t  

The figure 2.3 shows us the values of ][t  with the time ][T  which is clearly that the time 

for computing the hypergeometric function has increased as t  gets large, where the figure 2.4 

shows that the relative error has decreased as t  gets large.  
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Table  1: The table of some values of t  with times ][T  and relative error ][e.  

t  Time taken )seconds)(( sT  e 

10 2.777 4%18.9695639  

11 

4 

4.212 

4 

5%20.7301508  

4 

25 11.123 2%12.2178331  

26 

4 

5.585 

4 

8%9.98169422  

4 

29 

4 

6.209 

4 

50%0.17296916  

4 

40 6.006 9%7.00758867  

 

   

             

Figure  2.3: Values of ][t  With Times ][T .        Figure  2.4: Values of ][t  with relative error e.   

However, if the code B will run with values of t  bigger than 40 (for example 60=t ), 

Maple may not be able to compute the integral. Therefore, section 3 will find another method to 

compute the hypergeometric function for large values of .t   
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3  Estimating the Confluent Hypergeometric Function Using Saddle Points 

  

3.1  The analog of Eulerôs formula 

 The confluent hyper-geometric function )
4

,
2

3
,

24

3
(=),,(

2xiit
zca

pa
-FF  plays an 

important role in the evaluation of the Hardy function )(tZ  which gives the amplitude of 

Riemannôs zeta function along the critical line .
2

1
= itz +  

Let us look how we might evaluate the more general function ).
4

,,
22

(
2xi

q
itq pa
-F  Here both of 

ὸɴ ᴙ and ᶰᴙ are assumed to be large parameters and also ȿὸȿḻήȟȿȿḻήȟήᶰᴙ and 0>q  

(for simplicity we can assume 0>t  and 0<t  is a simple generalisation). The series 

representation of  

 
!)(

)
4

()
22

(

=)
4

,,
22

(

2

0=

2

sq

xiitq
xi

q
itq

s

n

n

s

pa
pa

-

-F ä
¤

                         

(17) 

           is totally useless. It would take millions of terms to even make the number start to get 

smaller if both t  and a are large. Consider some other method which will be Eulerôs integral 

formula for the confluent hyper-geometric function and it is given by:  

 dxxxe
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c
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 where 0>)(>)( aRecRe  and qcRe =)(  and 
2

=)(
q

aRe  which is detailed in [2, 3]. Hence  
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            The respective Gamma functions are well understood and can be calculated quite easily 

in ,Maple  using the famous Sterlingôs series for ),(zG  which is valid for large .|| z  So the key to 

find an estimate for )
4

,,
22

(
2xi

q
itq pa
-F  is the integral:  
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         Firstly, let us split up the range of the integral into two parts, ,1).
2

1
()

2

1
(0, 8Íx  Then for 

the second integral make the substitution,  
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          This means that the integral 19 equals same integral 20 for )
2

1
(0,Íx  plus 

)
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2
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multiplied by complex conjugate of same integral for ).
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1
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 (since we can easily get its complex conjugate). 

Now make a further substitution .
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x  This gives us  
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 Now the denominator behaves like 2
1

2
1

=
qq
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 as .¤w  

Since the numerator is simply a combination of cosines and sines with modulus equal to 

1, the integral converges for all 0.>q  Now how can we evaluate it? This is where we can use 

the power of the saddle point method. The phase of the numerator  
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        has two large parameters. If we can find the saddle point, we should be able to arrange for 

the integration path to pass through the saddle point in such a way and the integral can be 

estimated using an asymptotic series with terms  
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This will converge very rapidly, since a and t  are large. Let us consider ).(wf   
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 Here, the positive square root is only interested. So if ,> 22 aa  a real saddle point will be at  
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          If ,< 22 aa  then no real saddle point exists since the square root is complex. So a crucial 

change in behaviour occurs if 
p

a
t

a
8

=<  and .> aa  Denote sadw  by the variable pc or 

)(apc  and ).[1,)>( ¤Íapca  Differentiating again gives 
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Suppose we choose as our contour the following in the figure 3.1.  

 

 

Figure 3.1: Contour of integration in 25. 

   

  

From the point 1,=z  move along the unit circle to .= iz -  Then draw a line from iz -=  

at an angle 
4

p
 0)>,=( 4 sseiz

i
p
-

+-  until it crosses the line originating from pcz=  at an angle 
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 as shown. Carry on along this ray until it hits the circle centred at 

0=z  of radius R  0).=( ²qqiRez  Move along this circle until you reach .= Rz  In the limit 

¤R  this is equivalent to integrating along the real axis from 1=z  to .=¤z  Since integrand 

22 has no poles for 1.²w   
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by Cauchyôs Theorem. Hence the integral 22 is given by  
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           It would expect that it is the integral through the saddle point that dominates the result. 
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 Hence, research arrives at the final estimate for confluent hypergeometric function 18  

 ù
ú

ø
é
ê

è

-

+

ù
ù
ú

ø

é
é
ê

è

+
+G-G

G
º-F

1)(

1)(

1
4

)
22

()
22

(

)(
)

4
,,

22
( 8

2
2

pct

pc

pc

pc
e

itqitq

qxi
q

itq
q

i
ppa

pa

 

                        ù
ú

ø
é
ê

è

+

-
-+³

1)8(

1)(
)(log

24
cos

2

pc

pc
pc

t pap
             (28) 

 where ,>and
8

=),(1,111
2

=
2

2

2

2

a
t

a
a

a
pc a

pa

a
¤Í-

ù
ù

ú

ø

é
é

ê

è
-+

 

which is valid as .¤t  Also, if .
4

11
4

2

2

2

2

a
pc

a
pc

aa
a º+Ý-ºÝ¤   

 

)
4

(1)
4

4(

2)
4

(

1)(4

1)(
=)(

2

2
2

2

2

2

2

2

aa

a
t

pcpc

pct
pcX

aa

a

-

-

º
+

-
Ý  

 
2

2

2
4

2

2
4

2222

224

)(416

)2(4

)(416

)2(4

a
a

a
aa

a

a

a
ta

a

ata

-

-

º
-

-
º  

 where ,)(0
42

3

2

2

apa
a

t
pcX

a
ºÝÝ¤  so this should be valid provided .< 4

3

ta  

           In fact, although we shall not show it here the approximation above is valid for all ḻρ 
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Clearly, this integration will equal a real number times 8
2pai

ie  i.e:  
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           Now in the confluent hypergeometric function, we have found the integral 19 equals same 

integral for )
2

1
(0,Íx  plus 

)
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e  multiplied by complex conjugate of same integral for 

,1).
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1
C

 is given by 29 for the integral 

).
2

1
(0,Íx  So the contribution to the integral 19 from integrals around the unit circle is: 
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         So the integral ñ(0)
1

C
 in 30 does not contribute the confluent hypergeometric function. 

Therefore, our confluent hypergeometric function can be estimated very accurately from the 

saddle point integral through pc along as we will see in example 3.1.1. 

 

3.1.1  Example 1 

 Compute the hypergeometric function 17 from 500=t  to 1000=t  where 100=a  and 

1.5.=q  Maple will be used to find the first solution by the result 28 and for the second solution 

by Mapleôs intrinsic function. In the first case, it has used both of the result 28 and Mapleôs 

intrinsic function to get the time difference between the time for the first solution and the time 

for the second solution (T ). In the second case, the same methods have used but to get the 

percentage of error (e). Two graphs are sketched by using these values with the values of .t  So, 

if we run the code C in ,Maple  we will get the result as the two graphs below (figures 3.2 and 

3.3). The figure 3.2 illustrates dramatically incremental relationship between t  and the time T . 

When t  gets large and large, the time difference between the two solutions will increase 

gradually, which will be more clearly in the next example 3.1.2. While the figure 3.3 shows the 

inverse relationship between t  and the relative error e. which means if t  becomes larger and 

larger, relative error will fall dramatically. This gives us a very similar result for the 

computerized result by Mapleôs intrinsic function but in a very short time.  
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Figure 3.2: Values of ][t  With Times ][T . 

   

    

    

Figure 3.3: Values of ][t  with relative error e. 
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3.1.2  Example 2 

 Compute the hypergeometric function 17 if 1000=10000,= at  and 1.5.=q  by: 

)(a  The result 28.  )(b  Using Mapleôs intrinsic function. 

In the first case(a), if we run the code D in ,Maple  we will get the value of the confluent 

hypergeometric function ]1061.288330271042[1.2721002= 68126816 I³+³  and ]0.234=[ sT  

which means it has taken fractions of a second to calculate the confluent hypergeometric 

function. However, Maple had spent for more than 4 hours to get the result using the case (b) 

and it did not stop.  

4  Conclusion 

 This research has given a brief overview of the hypergeometric function and its 

importance in the present time. It focused to compute one of commonly used hypergeometric 

functions in applied mathematics. So, it has found a quick and easy method to compute this 

function compared with the Maple where this method can help to save time for anyone who is 

interested in these functions. Thus, future research should be to find the most effective methods 

to simplify the computation of the hypergeometric function, as it is an important factor in the 

expansion of applied mathematics, which it will open several other domains in applied science. 
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The code of Maple 

There are four codes have written for this research. These codes can be received by sending an 

email to heshamalzowam@yahoo.com . 

The list of codes: 

1. Code A computes the series 2 by using the series method. 

2. Code B computes the hypergeometric function by using Taylor series 4.  

3. Code C computes the hypergeometric function by using the result 28. 

4. Code D is a very similar to the code C but it uses when t  as a single value. 
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Abstract:  

 In this present work, the author obtain Fekete-Szegö inequality for certain classes of 

parabolic starlike and uniformly convex functions involving certain generalized derivative 

operator defined in [1].  

1   Introduction  

 Let A  denote the class of all analytic functions in the open unit disk  

 ={ :| |<1},z zÍU C  

 and Let H  be the class of functions f  in A  given by the normalized power series 

 
=2

( ) = , ( ).k

k

k

f z z a z z
¤

+ Íä U  (1) 

Let S  denote the class of functions which are univalent in .U  

 A function f  in H  is said to be uniformly convex in U  if f  is a univalent convex 

function along with the property that, for every circular arc g contained in ,U  with centre g also 

in U , the image curve ( )f g is a convex arc.Therefore, the class of uniformly convex functions is 

denoted by UCV (see [3]). 

 It is a common fact from [12], [13] that, for zÍU ,that  
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Condition (2) implies that  

 
( )

1 ,
( )

zf z
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 lies in the interior of the parabolic region  

 2:= { : = < 2 1},R w w u iv and v u+ -  
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 for every value of zÍU . Let  

 :={ : ; (0) =1 ( ( )) > 0; },P p p A p and p z zÍ Á ÍU  

 and  

 := { : ( ) }.PAR p p P and p RÍ ËU  

 A function f  in H  is said to be in the class of parabolic starlike functions, denoted by SP (cf. 

[13]), if 
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 Let the functions f  given by (1) and  
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 then the Hadamard product (convolution) of f  and g , defined by : 
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Now, ( )kx  denotes the Pochhammer symbol (or the shifted factorial) defined by  
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x x x x k for k
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 The authors in [1] have recently introduced a new generalized derivative operator 

1 2( , , , ) ( )mI l n f zl l  as the following: 

 to derive our generalized derivative operator, we define the analytic function       
1

1
1 2 1

=2 2

(1 ( 1) )
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where 0 ={0,1,2,...}mÍN  and 2 1 0, 0.ll l² ² ² 

Definition 1 For f AÍ  the operator 1 2( , , , )mI l nl l  is defined by 

1 2( , , , ) :mI l n A Al l    

 1 2 1 2( , , , ) ( ) = ( , , )( )* ( ), ( ),m m nI l n f z l z R f z zl l j l l ÍU  (4) 



   
 
 
 
 

 
  

  

Journal of Humanitarian, Scientific and Social Sciences                                                                            

Elmergib University ï Faculty of Arts and Sciences Kasr Khiar                                                                       

4
th

  Issue December 2017 

75 

 where 0 ={0,1,2,...}mÍN  and 2 1 0, 0,ll l² ² ² and ( )nR f z  denotes the 

Ruscheweyh derivative operator [4], and given by  

 
0
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 If ,f HÍ  then the generalized derivative operator is defined by 
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 Special cases of this operator includes: 

 ¶ the Ruscheweyh derivative operator [4] in the cases:  

 1 1 1 0

1 1 2( ,0, , ) ( ,0,0, ) (0,0, , ) (0, ,0, )I l n I n I l n I nl l l¹ ¹ ¹  

 0 1 1(0,0,0, ) (0,0, , ) (0,0,0, ) ,m m nI n I l n I n R+ +¹ ¹ ¹ ¹ 

 ¶the SĔa l Ĕa gean derivative operator [5]:                  1(1,0,0,0) ,m nI S+ ¹  

 ¶ the generalized Ruscheweyh derivative operator [6]:      2

1( ,0,0, ) ,nI n Rll ¹  

 ¶the generalized SĔa l Ĕa gean derivative operator introduced by Al-Oboudi [7]: 
1

1( ,0,0,0) ,m nI Sbl+ ¹  

 ¶the generalized Al-Shaqsi and Darus derivative operator[8]: 
1

1 ,( ,0,0, ) ,m nI n Dl bl+ ¹  

 ¶ the Al-Abbadi and Darus generalized derivative operator [9]: ,

1 2 ,
1 2

( , ,0, ) ,m n mI n l ll l m¹  

 and finally 

 ¶ the Catas drivative operator [10]: 1( ,0, , ) ( , , ).m mI l n I ll l b¹  

 Using simple computation one obtains the next result. 

 1 1

1 2 1 1 2 1 2( 1) ( , , , ) ( ) = (1 )[ ( , , , )* ( , , )( )] ( )m ml I l n f z l I l n l z f zl l l l l j l l++ + - + 



   
 
 
 
 

 
  

  

Journal of Humanitarian, Scientific and Social Sciences                                                                            

Elmergib University ï Faculty of Arts and Sciences Kasr Khiar                                                                       

4
th

  Issue December 2017 

76 

 1 '

1 1 2 1 2[( ( , , , )* ( , , )( )] .mz I l n l zl l l j l l  (5) 

Where ( )zÍU  and 1

1 2( , , )( )l zj l l  analytic function and from (3) given by 

 
1

1 2

=2 2

1
( , , )( ) = .

(1 ( 1))

k

k

l z z z
k

j l l
l

¤

+
+ -

ä  

Definition 2 Let 
1 2( , , , )mSP l nl l  be the class of functions f HÍ  satisfying the inequality :  

 1 2 1 2

1 2 1 2

( ( , , , ) ( )) ( ( , , , ) ( ))
| 1|< { }, ( ).

( , , , ) ( ) ( , , , ) ( )

m m

m m

z I l n f z z I l n f z
z

I l n f z I l n f z

l l l l

l l l l

¡ ¡
- Á ÍU  (6) 

 

  Note that many other operators are studied by many different authors, see for example 

[19, 20, 21]. There are times, functions are associated with linear operators and create new 

classes (see for example [18]). Many results are considered with numerous properties are solved 

and obtained. 

 However, in this work we will give sharp upper bounds for the Fekete-Szegö problem. It 

is well known that Fekete and Szegö [14] obtained sharp upper bounds for 2

3 2| |a am-  for the 

case f SÍ  and m is real. The bounds have been studied by many since the last two decades and 

the problems are still being popular among the writers. For different subclasses of S , the Fekete-

Szegö problem has been investigated by many authors including [14, 12, 15, 16, 17], few to list. 

For a brief history of the Fekete-Szegö problem see [17].In the present paper we completely 

solved the Fekete-Szegö problem for the class 1 2( , , , )mSP l nl l  defined by using 1 2( , , , ).mI l nl l   

2  Fekete-Szegö problem for the class 1 2( , , , )mSP l nl l   

 Here we obtain sharp upper bounds for the Fekete-Szegö functional 2

3 2| |a am-  for functions f  

belonging to the class 1 2( , , , ),mSP l nl l  

 Let the function f , given by  

 2 3

2 3( ) = ...,( ),f z z a z a z z+ + + ÍU  (7) 

 be in the class 1 2( , , , ).mSP l nl l  Then by geometric interpretation there exists a function w  

satisfying the conditions of the Schwarz ' lemma such that 

 1 2

1 2

( ( , , , ) ( ))
= ( ( )), ( ).

( , , , ) ( )

m

m

z I l n f z
q w z z

I l n f z

l l

l l

¡
ÍU  
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 It can be verified that the Riemann map q  of U  onto the region R , satisfying (0) =1q  and 

0(0) > 0,q  is given by 

 2

2

2 1
( ) =1 ( ) ,

1

z
q z log

zp

+
+

-
 

 
1

2
=1 =1

8 1 1
=1 ( ) ,

2 1

n
n

n k

z
n kp

¤ -

+
+

ä ä  

 2 3 4

2

8 2 23 44
=1 ( ...), ( ).

3 45 105
z z z z z

p
+ + + + + ÍU  

 Let the function 1P  in P  be defined by  

 2

1 1 2

1 ( )
( ) = =1 , ( ).

1 ( )

w z
p z c z c z z

w z

+
+ + + Í

-
U  

 Then by using  

 1

1

( ) 1
( ) = ,

( ) 1

p z
w z

p z

-

+
 

 we obtain  

 
1

2
2 12 1

1

4(1 ) (1 )
= ,

(1 ) ( 1)

m m

m

l
a c

l n

l

p l

-

-

+ +

+ + +
 

 and  

 
1 2

2 1
3 22 1 2

1

4(1 ) (1 2 ) 24
= ( (1 )).

(1 2 ) ( 1)( 2) 6

m m

m

l c
a c

l n n

l

p l p

-

-

+ +
- -

+ + + +
 

 These expressions shall be used throughout the rest of the paper. 

 In order to prove our result we have to recall the following lemmas:  

Lemma 1 [11] If 2

1 1 2( ) =1p z c z c z+ + + is an analytic function with positive real part in ,U  

then  

 
2

2 1

4 2 0,

| | 2 0 1,

4 2 1.

if

c c if

if

u u

u u

u u

- + ¢ë
î

- ¢ ¢ ¢ì
î + ²í
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When < 0u  or >1,u  the equality holds if and only if 1( )p z  is 
(1 )

(1 )

z

z

+

-
 or one of its rotations. If 

0 < <1,u  then the equality holds if and only if 1( )p z  is 
2

2

1

1

z

z

+

-
 or one of its rotations. If = 0,u  

the equality holds if and only if  

 
1

1 1 1 1 1 1
( ) = (0 <1),

2 2 1 2 2 1

z z
p z a a a

z z

+ -å õ å õ
+ + - ¢æ ö æ ö

- +ç ÷ ç ÷
 

 or one of its rotations. If =1,u  the equality holds if and only if 1( )p z  is the reciprocal of one of 

the functions such that the equality holds in the case of = 0.u  Also the above upper bound is 

sharp, and it can be improved as follows when 0 < <1:u    

 2

2 1 1

1
| | | | 2, (0 < ),

2
c c cu u u- + ¢ ¢ 

 and  

 2

2 1 1

1
| | (1 ) | | 2, ( < 1).

2
c c cu u u- + - ¢ ¢  

Lemma 2 [2] Let h  be analytic in U  with { ( )}> 0h zÁ and be given by 
2

1 2( ) =1 ...,h z c z c z+ + + for zÍU , then  

 
2 2

1 1
2

| |
| | 2 .

2 2

c c
c - ¢ -  

Lemma 3 [11] Let h PÍ  where 2

1 2( ) =1 .h z c z c z+ + + 

 Then   | | 2, ,nc n¢ ÍN  

 and     2 2

2 1 1

1 1
| | 2 (| 1| 1) | | .

2 2
c c cm m- ¢ + - -  

 

Theorem 1  If f  be given by (1) and belongs to the class  1 2( , , , ).mSP l nl l  Then,   2

3 2| |a am- ¢  
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1 1 2

2 2 1
12 1 2 2( 1) 2

1 1 2

1

2
1 22 1

1

1

2

2

16(1 ) (1 2 ) 4 (1 ) (1 ) (1 2 )( 2) 1 4
[ ] ,

(1 2 ) ( 1)( 2) (1 ( 1) ) (1 2 ) ( 1) 3

8(1 ) (1 2 )
,

(1 2 ) ( 1)( 2)

16(1 ) (1 2 )

(1 2

m m m m

m m m

m m

m

m m

l l l n
if

l n n k l n

l
if

l n n

l

l m l l
m s

p l p l l p

l
s m s

p l

l

p l

- -

- -

-

-

-

+ + + + + + +
- - ¢

+ + + + + - + + +

+ +
¢ ²

+ + + +

+ +

+

1 2

2 1
21 2 2 2( 1)

1 1 2

4 (1 ) (1 ) (1 2 )( 2)1 4
[ ] ,

) ( 1)( 2) 3 (1 ( 1) ) (1 2 ) ( 1)

m m

m m m

l l n
if

l n n k l n

m l l
m s

p p l l

-

- -

ë
î
î
îî
ì
î
î + + + + +
î + - ¢

+ + + + - + + +îí

  (8) 

 where  

 
2( 1) 2

2 1
1 1 2 1

2 1

(1 2 ) (1 ) ( 1) 5
= (1 ),

(1 ) (1 ) (1 2 ) ( 2) 24

m m

m m m

l n

l l n

l l p
s

l l

-

- -

+ + + +
+

+ + + + +
  (9) 

 
2( 1) 2

2 1
2 1 2 1

2 1

(1 2 ) (1 ) ( 1)
= (1 ).

(1 ) (1 ) (1 2 ) ( 2) 24

m m

m m m

l n

l l n

l l p
s

l l

-

- -

+ + + +
-

+ + + + +
 (10) 

 each of the estimates in (8) is sharp. 

  Proof: An easy computation shows that 

1
2 2

3 2 2 1

1

2(1 ) (1 2 )
| |=

(1 2 ) ( 1)( 2)

m m

m

l
a a

l n n

l
m

p l

-

-

+ +
-

+ + + +
  

 
1 2

22 1
1 22 2( 1) 2

1 2

8 (1 ) (1 ) (1 2 )( 2) 1 8
2

(1 ) (1 2 ) ( 1) 3

m m

m m

l l n
c c

l n

m l l

p l l p

-

-

å õ+ + + + +
- - -æ ö

+ + + +ç ÷
 (11) 

1

2

2 1

1

2(1 ) (1 2 )

(1 2 ) ( 1)( 2)

m m

m

l

l n n

l

p l

-

-

+ +
¢

+ + + +
  

 
1 2

2 22 1
1 1 22 2( 1) 2

1 2

8 (1 ) (1 ) (1 2 )( 2) 5 8
| | 2 | | .

(1 ) (1 2 ) ( 1) 3

m m

m m

l l n
c c c

l n

m l l

p l l p

-

-

è øå õ+ + + + +
- - + -é ùæ ö

+ + + +ç ÷ê ú
 (12) 

 

If 1,m s²  then the expression inside the first modulus on the right-hand side of (12) is 

nonnegative. 

 Thus,by applying Lemma 3 ,we get 

1

2

2 1

1

16(1 ) (1 2 )

(1 2 ) ( 1)( 2)

m m

m

l

l n n

l

p l

-

-

+ +
=

+ + + +
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1 2

2 1

2 2( 1) 2

1 2

4 (1 ) (1 ) (1 2 )( 2) 1 4
,

(1 ) (1 2 ) ( 1) 3

m m

m m

l l n

l n

m l l

p l l p

-

-

è øå õ+ + + + +
- -é ùæ ö

+ + + +ç ÷ê ú
 (13) 

which is the assertion (8). Equality in (13) holds true if and only if 1| |= 2.c  Thus the function f  

is ( ;0;1)k z  or one of its rotations for 1> .m s 

 Next, if 2,m s¢  then we rewrite (11) as 

 
1

2 2
3 2 2 1

1

2(1 ) (1 2 )
| |=

(1 2 ) ( 1)( 2)

m m

m

l
a a

l n n

l
m

p l

-

-

+ +
-

+ + + +
 

1 2
22 1
1 22 2( 1) 2

1 2

8 (1 ) (1 ) (1 2 )( 2) 1 8
2

(1 ) (1 2 ) ( 1) 3

m m

m m

l l n
c c

l n

m l l

p l l p

-

-

å õ+ + + + +
+ - -æ ö

+ + + +ç ÷
 

1 1 2

2 2 1

2 1 2 2 2( 1)

1 1 2

16(1 ) (1 2 ) 8 (1 ) (1 ) (1 2 )( 2)1 8
.

(1 2 ) ( 1)( 2) 3 (1 ) (1 2 ) ( 1)

m m m m

m m m

l l l n

l n n l n

l m l l

p l p p l l

- -

- -

å õ+ + + + + + +
¢ + -æ ö

+ + + + + + + +ç ÷
 

 The estimates 2| | 2c ¢  and 1| | 2,c ¢  after simplification, yield the second part of the 

assertion (8), in which equality holds true if and only if f  is a rotation of ( ;0;1)k z  for 2< ,m s. 

If 2= ,m s, then equality holds true if and only if 2| |= 2.c  In this case, we have 

 
1

1 1 1 1
( ) = (0 <1; ).

2 1 2 1

z z
p z z

z z

n n
n

+ + - -å õ å õ
+ ¢ Íæ ö æ ö

- +ç ÷ ç ÷
U  

 Therefore the extremal function f  is ( ;0; )k z n  or one of its rotations. 

 Similarly, 1= ,m s is equivalent to 

1 2

2 1

2 2( 1) 2

1 2

8 (1 ) (1 ) (1 2 )( 2) 5 8
= 0.

(1 ) (1 2 ) ( 1) 3

m m

m m

l l n

l n

m l l

p l l p

-

-

+ + + + +
- -

+ + + +
 

 Therefore, equality holds true if and only if  21 2| |= 2.c c-  

 This happens if and only if 

 

 
1

1 1 1 1 1
= ,(0 <1; ).

( ) 2 1 2 1

z z
z

p z z z

n n
n

+ + - -å õ å õ
+ ¢ Íæ ö æ ö

- +ç ÷ ç ÷
U  

 Thus the extremal functionf  is ( ; ; )k z p n or one of its rotations. 
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 Finally, we see 
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l n n
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-
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2 22 1

2 1 12 2 2( 1)
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-
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- + + -æ ö

+ + + +ç ÷
 

 and 

 
1 2

2 1
1 22 2 2( 1)

1 2
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 Therefore, using Lemma 3, we get 
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l
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l
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-
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 If 1 2< < ,s m s then equality holds true if and only if 1| |= 0c  and 2| |= 0.c  Equivalently, we 

have 

 
2

1 2

1
( ) = ,(0 1; ).

1

z
p z z

z

n
n

n

+
¢ ¢ Í

-
U  

 Thus the extremal function f  is ( ;0;0)k z  or one of its rotations. 

 

3  IMPROVEMENT OF THE ESTIMATION  

Theorem 2 If 1 2,s m s¢ ¢  then in view of Lemma , Theorem  can be improved as follows: 
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 and 
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 where 1sand 2s  are given, as before, by (9), (10), and 
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 Proof: For the values of 1 3,s m s¢ ¢  and from Lemma 2 we have 
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 Similarly, if 2 3,s m s¢ ¢  we can write 




